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Abstract

This publication is intended for IBM systems engineers, authorized dealers of
AlX-based systems and customers as an aid to using and customizing most of
the AIX communications products. Products covered in this publication are:

1. AIX Base Operating System
2. Asynchronous Terminal Emulation (ATE)
3. Basic Networking Utilities (BNU)
4. SNA Services
5. Distributed Services (DS)
6. 3278/79 Emulation Program
7. Workstation Host Interface Program (WHIP)
8. Network 3270-PLUS
9. TCP/IP _
10. Network File System (NFS)
11. Simple Mail and Mail Handler (MH)
12. DOS Server
13. AIX Access for DOS Users (AADU)
14. X-Windows
15. X-Windows for DOS
16. IBM 6150 X.25 Communications Support

This publication renders obsolete the following publications:

* IBM RT PC Communications Cookbook Volume 1, GG24-3124
e |[BM RT PC Communications Cookbook Volume 2, GG24-1542
¢ |IBM RT PC Communications Cookbook Volume 3, GG24-3244.

AlX (630 pages)
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Preface

. This publication summarizes the results of an IBM residency held at the Inter-
national Technical Support Center in Austin during March and April 1989. Our
intention with the publication is to provide you with a comprehensive guide to
the communications facilities of the currently available versions of the AlX
Operating System, whether AIX/RT or AIX PS/2. Where information about com-
munications facilities of AIX/370 has been available it’s included, but only very
limited testing has been done.

Throughout the publication we refer to the IBM system units 6150 and 6151 with
the generic name IBM RT. Unless otherwise specifically stated, the term “IBM
RT” does not imply any specific model.

Some machine numbers used in this publication will reflect an entire family of
machines. One example is 3x74, which means that an IBM 3174 or IBM 3274
may be used without any difference in function.

Whenever the IBM RT X.25 support is mentioned in this publication we refer to
the program IBM 6150 X.25 Communications Support (07F3233), which is not
available in all countries.

Audience
This publication is intended for IBM system engineers and for the communi-
cations specialists of authorized dealers and customers. it is assumed that the
reader has a good understanding of the AIX Operating System and knows how
‘to enter commands and install products from distribution diskettes. A working
knowledge of the IBM RT and IBM Personal System/2 hardware is also
required.

Structure
The publication is divided into the following major sections:

1. General Introduction
AIX Base Operating System
Asynchronous Communications
Basic Networking Utilities (BNU)
IBM RT SNA Services
Distributed Services (DS)
APPC/LU 6.2 Communication
3270 Emulation and Remote Job Entry
3278/78 Terminal Emulation Program
10. Workstation Host Interface Program
11. Network 3270-PLUS
12. Transmission Control Protocol/Internet Protocol (TCP/IP)
13. Network File System (NFS)
14. AIX Mail
15. AIX Access for DOS Users and AIX DOS Server
16. X-Windows in a Network Environment
17. X.25 Communications

©ENDU BN

The publication also has the following appendixes:
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Appendix A, “Obtaining a Software Softcopy” on page 325

Appendix B, “LU 6.2 Sample Programs” on page 327

Appendix C, “LU 6.2 Communication Profiles” on page 381

Appendix D, “Network PLUS Configurations” on page 415

Appendix E, “Network 3270-PLUS File Transfer Programs” on page 483
Appendix F, “WHIP Profiles and Programs™ on page 517

Appendix G, “Local Area Networks” on page 523

Appendix H, “IBM RT Hardware Installation” on page 531

Appendix |, “AIX/RT Performance Tuning” on page 535
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General Introduction

Notation

This publication is intended for IBM Systems Engineers and communications
specialists of authorized dealers and customers as an aid in installation, cus-
tomizing and use of selected AIX communication products.

It is not the intention that this publication replace the publications related to
specific products where detailed information is given for each product but
rather to give the customizing aspect of the products and thereby suggest ways
in which they might be integrated in a user’s environment. Where applicable,
this publication will provide the communications specialist with hints for
choosing between alternative options.

The tables on the following pages illustrate the richness in connectivity function
currently available in the AIX communication area. Not all of these communi-
cation options are described in this publication.

Throughout this publication we attempt to use a consistent selection of
typefaces:

ndtable names of executable programs
Network File System names of products

Using the AlX Operating System names of publications

Automatic Call Unit first time a term is used

This is important emphasized text

Unknown server error message

/etc/qconfig path- and file names; program listings
snatrace -b -1 KDEFAULT what you type at the command line

getenv system calls, standard C language structures

Softcopy of Programs

Using the Conne

In the appendixes of this publication you’ll find several sample programs. A
softcopy of these programs is available for IBM employees from the IBM
internal use repository RTTOOLS. See Appendix A, “Obtaining a Software
Softcopy” on page 325 for details.

ctivity Tables

The first three of the tables on the following pages describe the communication
options of AlIX as seen from each of the three AIX platforms: AIX/RT, AIX PS/2
and A/X/370. The last table describes the functional capability of each commu-
nications product across all AIX platforms.

You use the first three tables to determine what physical communications
method is available for communication to other systems. Pick the table that
describes the connectivity options for your local system when you want to see
its communication capabilities. The first column to the left shows possible
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target systems; pick the one you have in mind, then select the software product
you want to use.

For example, suppose you want to see what means an IBM RT has for TCP/IP
connection to VM:

* Pick the connectivity table for AIX/RT.

¢ Go to column “Target System”. Search for “/370 VM”.

¢ Go to column “AIX/RT SW PRODUCT”. Search for “TCP/IP”.
¢ Go to the communication path columns and search for “X”.

You will find Token-Ring, Ethernet and X.25 as possible communication paths.

Table 1 (Page 1 of 2). Connectivity of AIX/RT. This table is intended to give you
an overview of the connectivity of AIX/RT. .

Target AIX/RT Async| BSC SDLC | Token| Ether | CUT/ X.25
System SW Product ' Ring net DFT

IBM RT LU6.2 X
AIX/RT TCP/IP X
DS X
NFS
ATE X
BNU X
X-Windows

PSs/2 TCP/HP
AIXPS/2| DS 1)
NFS 1)
ATE X
BNU X
X-Windows

AIX/370 | TCPNP 1)
NFS 1)

PC, PS/2 | LUB.2 X2)
PC DOS TCP/IP
NFS
DOS-Server/ X
AlX Access
X-Windows
for DOS

PC, PS/2 | LUB.2 X X X 5)
0s/2 ATE X 4)

AS/400 | LUB2 X X X
3278/79-Emulation cut
3270-PLUS(SNA) X X X
ATE X 6)

/370 | Lus.2 X X X
VM TCP/IP X X X 9)
WHIP DFT 7)
3278/79-Emulation CcuT
3270-PLUS(SNA) X X X
3270-PLUS(BSC) X DFT 8)
RJE-PLUS(SNA) X12) I X12) X 12)
RJE-PLUS(BSC) X
NFS 10) X X X 9)
ATE X
X-Windows 11) X X X 9)

X
X
X

X X X X

X 1)

XXIXX XXX[XX XXXX

XXX X XXX|[XX

x
&
x

X 3)

xX X X
X
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Table 1 (Page 2 of 2). Connectivity of AIX/RT. This table is intended to give you

an overview of the connectivity of AIX/RT.

Target ADURT Async| BSC SDLC | Token| Ether | CUT/ X.25

System SW Product Ring net DFT

/370 LU6.2 X X
MVS TCP/IP 1) X X

xX X

WHIP DFT 7)
3278/79-Emulation CuT

3270-PLUS(SNA) X
3270-PLUS(BSC) X
RJE-PLUS(SNA) ‘ X
RJE-PLUS(BSC) X
NFS 1) 13)
ATE X
X-Windows 1) 14)

DFT 8)

xX X X X
x XX X X

OEM TCP/IP

NFS X
ATE X
BNU ’ X
X-Windows

XX XX|X X

Note:

s WN

. Anhounced but not available at date of the residency.

. APPC/PC

. PC-NFS from SUN Microsystems.

. From QS/2 you can log into an AIX/RT as an ASCI| terminal. OS/2 does not support login

from other systems.

. Only supported with OS/2 Extended Edition Communications Manager Version 1.2 with the

X.25 Interface Coprocessor/2 Adapter.

. ATE to the IBM 5208 ASCII-5250 Link Protocoi Converter or to IBM AS/400 ASCH Work-

station Controller.

. With Advanced 3278/79 Emulation Adapter only through Non-SNA or BSC controllers. With

the IBM RT S/370 Host Interface Adapter through 5088 controller.

8. Only through Non-SNA or BSC controller.

10.

11.

12.
13.

14

b

. Support for 9370 X.25 Communication Subsystem with TCP/IP for VM Release 1.2.

The NFS Feature of TCP/IP for VM Release 1.2 provides file server functions for systems
that have the NFS 3.2 client function installed. The VM NFS Feature does not include the
NFS client function.

TCP/IP for VM Release 1.2 provides X-Windows client function for X-Windows System
Version X.11.

Only supported with RSCS Version 2 Release 3.

The NFS Feature of MVS provides file server functions for client systems that have the
NFS 3.2 client function installed. The MVS NFS Feature does not inciude the NFS client
function.

TCP/IP for MVS provides X-Windows client function for X-Windows System Version X.11.
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you an overview of the connectivity of AIX PS/2.

Table 2 (Page 1 of 2). Connectivity of AIX PS/2. This table is intended to give

Target AIX PS/2 Async Token
System SW Product Ring -

Ether
net

cut/
DFT

X.25 1)

PS/2 TCP/IP
AIX PS/2 DS 1)
TCF 1)
NFS 1)
ATE X
BNU X
X-Windows

IBM RT TCP/IP
AIX/RT DS 2)
NFS

ATE X
BNU X
X-Windows

AIX/370 TCP/IP 1)
TCF 1)
NFS 1)

PC, PS/2 TCP/IP
PC DOS NFS
DOS-Server/ X
AlX Access
X-Windows
for DOS

X X X[XXX]IXX XXX[XX XXXX

RKEXXXIXX XXXIXX XXXX

x X

PC, PS/2 ATE X 3)
0s/2

AS/400 ATE . X 5)
DOS Merge with 6)
3270 Emuiation

CuTt

/370 TCP/IP X
VM WHIP ]
NFS 8) X
ATE X
X-Windows 9) X
DOS Merge with 6)
3270 Emulation

DFT 7)

Cut

/370 TCP/IP 1) X
MVS WHIP
NFS 1) 10) X
ATE X
X-Windows 1) 11) X
DOS Merge with 6)
3270 Emulation

DFT 7)

cuTt
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Table 2 (Page 2 of 2). Connectivity of AIX PS/2. This table is intended to give
you an overview of the connectivity of AIX PS/2.

Target AlX PS/2 Async Token Ether curt/ X.25 1)
System SW Product Ring net DFT
OEM TCP/IP X
NFS X X
ATE X
BNU X X
X-Windows X
Note:

1. Announced but not available at date of the residency.
2. Requires DS version 1.3 on the IBM RT.

3. PC-NFS from SUN Microsystems.
4

. From OS/2 you can log into the AIX PS/2 as an ASCII terminal. OS/2 does not support a
login from other systems.

5. ATE to the IBM 5208 ASCI-5250 Link Protocol Converter.

6. DOS Merge with the IBM PC 3270 Emulation Program, Entry Level installed. It simulates
an IBM 3278 Model 2 Display Station or an 1BM 3279 Model 2A or S2A Color Display
Station. File transfer is supported for VM/CMS and MVS/TSO. NLS is supported.

7. With 3270 Connection Adapter only through Non-SNA or BSC controllers.

8. The NFS Feature of TCP/IP for VM Release 1.2 provides file server functions for client
systems that have the NFS 3.2 client function installed. The VM NFS Feature does not
include the NFS client function.

9. TCP/IP for VM Release 1.2 provides X-Windows client function for X-Windows System
Version X.11.

10. The NFS Feature of MVS can provides file server functions for client systems that have
the NFS 3.2 client function installed. The MVS NFS Feature does not include the NFS
client function.

11. The TCP/IP for MVS provides X-Windows client function for X-Windows System Version
X.11.

General Introduction 5



Table 3. Connectivity of AlX/370. This table is intended to give you an over-

view of the connectivity of AIX/370.

Target AIX/370 CcTC VCTC RSCS Token Ether
System SwW Ring net
AIX/370 TCP/IP 1) X X X X
TCF 1) X X X X
NFS 1) X X
UVCP/VUCP 1) X2)
SENDMAIL X 2)
PS/2 TCP/IP X X
AIX PS/2 | TCF 1) X X
NFS 1) X X
IBM RT TCP/IP X X
AIX/RT NFS X X
PC, PS/2 | TCP/IP X X
PCDOS | NFS X3)
/1370 TCP/IP X X
VM NFS 4) X X
UVCP/VUCP X 2)
SENDMAIL X 2)
/370 TCP/IP 1) ' X X
MVS NFS 1) 5) X X
UVCP/VUCP X 2)
OEM TCP/IP X
NFS X
Note: h

1.
2.

Announced but not available at date of the residency.

Files are transferred using the Network Job Entry facility of the Remote Spooling
Communication Subsystem (RSCS). The AIX/370 user may send files to and receive
files from a VM/CMS user, an MVS/TSO user or another AlX/370 user in a network.
Files from AIX/370 users can be transferred, using the command uvcp, directly to
the local CMS users without the need for RSCS. Local/remote file transfer is imple-
mented using the NETDATA protocol supported by both VM/CMS and MVS/TSO.
UVCP means UNIX to VM copy and VUCP means VM to UNIX copy.

. PC-NFS from SUN Microsystems.

4. The NFS Feature of TCP/IP for VM Release 1.2 provides file server functions for

client systems that have the NFS 3.2 client function installed. The VM NFS Feature
does not include the NFS client function.

. The NFS Feature of MVS provides file server functions for client systems that have

the NFS 3.2 client function installed. The MVS NFS Feature does not include the
NFS client function.
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Table 4. Functions supported by the AIX Systems
AIX
SW Product
c
.8
-] ™ ® o
o £ o 35 c
e [ o -
£ F3 ]
2 g “E 2| E| 8|8 s
2 3 £ 1|5 S| | E|8|2
g S o | 2l | 8|2 | |&]|3
[ R I o | 5 | E£E|(¢ | D| 8| 2|8 |¢ E
| 8| B S|e|E|a|3|&|E|g|s |
5 2 - [] @ E o @ o ] 7] Q []
a [ oy S 7] [ - - - ; P o £
Elo || = ||| |8 |8 |8 (2|8 |2|F¢
] 2 2 K 3 o c «
s ||l |=|s|&|&g|e&|&|e|2|a|& |8
ATE X X X
BNU X X X X
DOS Merge with X X X
3270 Emulation
DOSs-Server X ) X X X
/AIX Access
DS X X X
JSB Multiview X
LUB.2 1) X X X
NFS X X | X X
RJE-PLUS(BSC) X . X
RJE-PLUS(SNA) X _ X
TCF X X X X X
TCP/P X X X X X X X
WHIP X X X X
X-Windows X X
3270-PLUS(BSC) X X X X
3270-PLUS(SNA) X X X X
3278/79-Emulation X X X
Note:
1. LU 6.2 provides no applications for file transfer, but you can use the LU 6.2 programming interface and make
transaction programs that provide this function. Appendix B, “LU 6.2 Sample Programs” on page 327 lists
sample programs for file transfer between the IBM RT and several other systems.
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AIX Base Operating System

Although the topic of this publication is AIX communications, we have found it
appropriate to include this initial chapter about the AIX Base Operating System.
We will introduce you to what’s new in AIX/RT Version 2.2.1 and we’ll give you
a few hints about using AlIX that may be helpful for you as a communications
specialist or systems administrator.

News in AIX/RT Version 2.2.1

AIX/RT Version 2.2.1 is a maintenance release of AlX and should be installed by
all users of AIX/RT. Despite being a maintenance release it includes several
new or considerably enhanced capabilities, some of which are separately
priced products. The most important changes are:

* AIX Network File System is new in AIX/RT Version 2.2.1.

e AIX DOS Server is new in AIX/RT Version 2.2.1.

e C2 Security is new in AIX/RT Version 2.2.1.

e TCPIIP is completely changed in AIX/RT Version 2.2.1.

¢ AIX X-Windows is completely rewritten for AIX/RT Version 2.2.1.

In addition to the major changes listed above, there are several functional
enhancements, the most significant of which we shall cover below.

The file /README supplied with AIX/RT Version 2.2.1 gives an overview of the
changes and also provides hints about the use of some of the new or changed
functions.

AIX/RT Network File System :

' AIX Network File System (NFS} is an implementation of SUN Microsystem’s NFS
Version 3.2. NFS permits a user on a client machine to access data from server
machine(s) transparently, as if the remote files were stored at the local
machine. Mount commands can be issued at system start-up time or directly
by users and associate a local directory with a directory or file system on a
remote host.

Based upon TCP/IP, Network File System complements Distributed Services by
allowing file sharing in muiti-vendor environments where all systems support
TCP/IP and NFS. In networks of IBM RTs where more than one network is
used, Network File System allows file sharing across network boundaries.

The initial version of Network File System on AIX/RT does not support file- or
record locking.

Network File System is covered in detail in the chapter “Network File System
(NFS)” on page 247.
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AIX/RT DOS Server

C2 Security

TCP/IP

Earlier available as a Program RPQ, AIX DOS Server is now included in AIX/RT
Version 2.2.1 Base Operating System as an installable option.

AlX DOS Server provides IBM Personal System/2 and PC systems using IBM
Disk Operating System (PC-DOS) and the Al/X Access for DOS Users product
access to the AIX system running DOS Server. The user of the PC-DOS system
can:

* Use the file system of one or more AIX hosts running DOS Server as a
logical extension of the local PC-DOS file system.

* Use the printers connected to AlX hosts running DOS Server.

e Connect into an AlX system running DOS Server with the PC-DOS system
appearing to AIX as a DEC VT100 terminal.

Refer to “AlX Access for DOS Users and AIX DOS Server” on page 291 for a
description of AIX DOS Server and AlIX Access for DOS Users.

New and enhanced security features are added in AIX/RT 2.2.1 for compliance
with the US Department of Defense requirements. The new features allow the
system administrator to configure the AIX Base Operating System and TCP/IP
for C2 Security.

The security features have induced several changes to AlX, the most apparent
being the new directory /etc/security holding several files used to enforce C2
security. One of the files in the new directory is /etc/security/passwd where
user passwords are now kept.

C2 security can be configured separately for the Base Operating System and
TCP/IP. See the publications Managing the AlX Operating System and Using
the AlX Operating System for a description of the new security functions of
AIX/RT Version 2.2.1.

TCP/IP of AIX/RT Version 2.2.1 is entirely rewritten from earlier versions and is
now based upon the BSD implementation using the socket interface. For the
most part, the changed implementation will not impact end-users; programmers
of TCP/IP based applications, the communications specialist and the system
administrator must adapt to the new environment. ’

Some of the most significant changes are:

* TCP/IP no longer supports the hostname (flat) name server protocol.
Existing nameservers must be converted to domain nameservers and hosts
using nameservers must be changed accordingly.

* Additional gateway support for the EGP, HELLO and RIP protocols through
the gated daemon. The GGP protocol is no longer supported.

* Only a subset of the earlier system call APl is now supported and the
libraries fusr/1ib/1ininternet.a, /usr/1ib/1ibl.a and fusr/1ib/1ibS.a are
no longer available. Conversion to the socket interface AP! is strongly
recommended.

» C2 security is provided as an option when using TCP/IP.
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* Support for X.25 is implemented. See “Using X.25 for TCP/IP” on page 209
and “Running TCP/IP via X.25” on page 318.

* New server commands (daemons) are added and some no longer exist.
The new inetd (often referred to as the “super daemon™) invokes other
daemons as required, eliminating the need to have many daemons active at
all times. This affects the customization of fetc/rc.tcpip where you need
only start a few daemons.

¢ The tnamed and tnd daemons are no longer supported.

* Significantly changed commands include netstat, ping, rsh, telnet, tftp and
utftp.

* New commands include arp, hostid, ifconfig, trpt and securetcpip.

¢ Several commands are renamed, but most of the new commands have a
link to the former command name. Examples are:

— [ftp replaces xftp.
— rsh replaces remsh.
— telnet replaces tn.

Please refer to “Transmission Control Protocol/Internet Protocol (TCP/IP)” on
page 165 and the publication IBM RT Interface Program for use with TCP/IP for
further information.

AIX X-Windows Version 2.1

Version 2.1 of the IBM AIX X-Windows System is new with AIX/RT Version 2.2.1.
The initial shipment of X-Windows with this version of AIX/RT was an implemen-
tation of X-Windows 11 at release level 2. Updates are now available to
upgrade to X-Windows 11 Release 3 at no extra cost.

Only the networking aspects of X-Windows are covered in this publication (see
“AIX X-Windows in a Network Environment” on page 301). Please refer to the
publications IBM AIX X-Windows Programming Guide, IBM AlIX X-Windows
User's Guide and IBM AlX X-Windows Programmer’s Reference for detailed
information about AIX X-Windows.

Additional Printer Support

Applications

AIX/RT 2.2.1 adds support for the following printer types:
* IBM 4224-301, 302 and 3C2 wire matrix printers.
* IBM 5204 Quickwriter printer in IBM 5202 emulation mode.

* |IBM 4216 Personal Pageprinter. See the /README file in AIX/RT 2.2.1 for
information on how to define this printer to AIX/RT.

In order to utilize the new functions and improved performance of AIX/RT
Version 2.2.1, changes are made to various AIX applications, some of which
are:

* Distributed Services is upgraded to Version 1.2.1 for use with AIX/RT 2.2.1.

¢ Workstation Host Interface Program (WHIP) 1.1 is required for AIX/RT 2.2.1
and is also enhanced to provide support for the 3278/79 Emulation Adapter.
See “Workstation Host Interface Program” on page 111.
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Installation

System calls

» Professional. CADAM 2.0.2 is required on AIX/RT 2.2.1. You may be able to
run Version 2.0.1 on AIX/RT 2.2.1 if it was installed on AIX/RT 2.2.0 and
AIX/RT 2.2.1 was merged into AIX/RT 2.2.0, but it is recommended that the
new version of Professional CADAM is installed.

For further information on these applications and others, see the /README file of
AIX/RT 2.2.1.

If you have an AIX/RT 2.2.0 system, you can install AIX/RT 2.2.1 using the merge
option (after installing VRM 2.2.1). It is, however, recommended that you back
up all user data and use the reinstall option. If you do want to merge AIX/RT
2.2.1 with AIX/RT 2.2.0, please refer to the file /README of AIX/RT 2.2.1. It is
located on the base operating system diskettes, so you should restore this
single file to your AIX/RT 2.2.0 system with the restore command and read it
before proceeding.

The system call interface for the vmount, uvmount and mntctl system calis is
changed. Refer to AIX/RT Operating System Technical Reference for information
on the new interface.

Basic Network Utilities (BNU)

Support is added for running BNU using the TCP/IP protocol over a local area
network. The security features of BNU are enhanced as well. See “Basic Net-
working Utilities (BNU)” on page 29 for more information about BNU.

Useful Hints

Some questions are asked over and over by users of AIX. The intention of this
section is to answer some of those questions. In addition to the information
contained herein, have a look at Appendix H, “IBM RT Hardware Installation”
on page 531 where you’ll find important information about hardware. Actually,
you should not install communications adapters in an IBM RT or IBM Personal
System/2 without consulting this appendix.

This section will not contain hints about customizing AIX communications pro-
ducts or features. Such hints are given in the chapter concerned with each
product or feature. The topic of performance tuning is covered in Appendix |,
“AlX/RT Performance Tuning” on page 535.

Automating Installation and Updating

For the system administrator responsible for applying updates to many IBM RT
systems, the updatep and installp processes where diskettes must be taken to

- every machine on the network can be pretty tedious. Fortunately, the AIX/RT

Base Operating System includes the command bffcreate that'll make things
easier if you follow the guidelines below.
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Preparing the Systems
You must select one system as the server machine for installation- and update
files. The following steps describe what you need to do to prepare the server
system and other systems.

1. On the server system, create two directories, fusr/l1pp.install and
Jusr/ipp.update. The directories must have sufficient space for all the
installation and update files you want to keep so you may want to define
two minidisks. Updates may require up to 10 megabytes each with an
average around 3 megabytes.

2. Make sure your server has a /tmp directory with sufficient free space to
hold the biggest installation or update file. If space is available in some
other directory bffcreate can be told to use that directory for work files
through the -f flag.

3. Increase the ulimit size for root on all systems. We suggest a value of or
above 50000. To change the ulimit value, use the adduser command and
change the Filesize field for root.

4. Create the directories /usr/1pp.install and /usr/1pp.update on all non-
server systems. If you have Distributed Services or Network File System
installed no free space is required, otherwise the directories must have
space enough for the largest installation or update file.

Creating Installation and Update Files
The program bffcreate takes a set of installation or update diskettes and creates
a file in backup format. The file created can be used as input to the installp
and updatep commands respectively. You run bffcreate on the server system.

To create a file from installation diskettes that contain only one program, use:

bffcreate -v

This will create a file named after the program on the installation diskettes in
the directory /usr/1pp.install and will echo the file name to the console.

To create a file from installation diskettes that contain more than one program,
use:

bffcreate -v -f fusr/1pp.install/xxxx

where xxxx is the file name you want bffcreate to create in the directory
Jusr/1pp.install. The file name is echoed to the console.

To create a file from update diskettes, use:

bffcreate -v -f

This will create a file named updt.yyddd.nnn (where yyddd is the year and day
~number, and nnn is a sequence number) in the directory fusr/lpp. update and
will echo the file name to the console.

Installing and Updating
The following steps should be repeated on each system that needs to have a
new program installed or an update applied, including the server.

On the Server: On the server you can issue the installp or updatep commands
directly. Use the -d flag to select the proper file:
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installp -d fusr/ipp.install/install.file
or

updatep -ac -d /usr/lpp.update/ugdate.fﬂe

On Clients Using Distributed Services: If you have Distributed Services
installed and want to install a new program, run the following sequence of
commands:

mount -n server fusr/lpp.install fusr/lpp.install
installp -d fusr/lpp.install/install.file
unmount Jusr/Ipp.install

Similarly, to apply an update, use:

mount -n server fusr/lpp.update fusr/1pp.update

updatep -ac -d fusr/1pp.update/update.file
unmount /usr/1pp.update

On Clients Using Network File System: If you have Network File System
installed and want to install a new program, run the following sequence of
commands:

mount -n server -v nfs -o soft Jusr/lpp.install fusr/lpp.install
installp -d fusr/lpp.install/install.file
unmount Jusr/lpp.install

Similarly, to apply an update, use:

mount -n server -v nfs -o soft fusr/lpp.update /usr/1pp.update

updatep -ac -d fusr/lpp.update/update.file
unmount fusr/ipp.update

On Clients Using TCP/IP Directly: If you have neither Distributed Services nor
Network File System installed but have TCP/IP active, you can install a new
program by first copying the relevant installation or update file to the local
directory and then proceed as for the server system. Use the TCP/IP ftp
command to transfer the files.

To conserve space, erase the files from the non-server machine as soon as the
program is installed or the update applied.

If ftp says the file is too large to be created on your system, edit the file
/etc/environment and add the following line:

filesize=1000000
Then reboot the system and try again.

On Clients Using Tape Streamer: If you are not connected to the server but
have a tape streamer on all machines, you can create the installation or update
file directly on tape. For example:

bffcreate -v -f /dev/rmt®
To install, move the tape to the client systems and say:
installp -d /dev/rmt0
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Faster Installation

To eliminate the sometimes annoying automatic reboot of AIX/RT when you
install new options or apply updates that rebuild the kernel, (SNA Services, Dis-
tributed Services, SNA Services, etc.) do the following after installing the base
diskettes and before installp (or prior to running updatep):

mv fetc/inuipl /fetc/inuipl.good
cp /bin/sync fetc/inuipl

Now install AIX and/or apply all appropriate updates. After installing LPPs that
would normally cause a system reboot, installp will simply exit quietly, and you
can begin the next installp or updatep.

Obviously, you will need to reboot the machine before you begin to actually use
any of the code installed into the kernel, but usually you’ll wait until the entire
AlX system is lnstalled or all updates applied before using any of this new
code.

When all code is installed and updated, perform the following steps:

mv Jetc/inuipl.good fetc/inuipl
shutdown -rf

Reference Publications for This Chapter

The following publications are referenced in this chapter

IBM RT Interface Program for use with TCP/IP, GC08-1214

Managing the AlX Operating System, SC23-2008

Using the AIX Operating System, SC23-2007

AlX Operating System Technical Reference System Calls and Extensions,
SC23-2125
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Asynchronous Communication

Asynchronous Terminal Emulation (ATE)

Overview

Asynchronous Terminal Emulation (ATE) allows an IBM RT user to log in to a
remote system and use the facilities of that system from the IBM RT as though
the user was working from a terminal directly connected to the remote system.
ATE can use RS232C or RS422A connections either locally or via modem to a
remote site. Local RS232C connections allow a maximum local distance of 15
meters (50 feet) between machines, whereas RS422A allows up to 1200 meters
(4000 feet).

ATE allows an AIX system to appear to another system as either a VT100 ter-
minal, or as the display currently being used. With ATE you could connect:

To another AIX system

To a System/36, System/38 or AS/400. The AIX system using ATE could be
connected to an IBM 5208 ASCII-5250 Link Protocol Converter that is
attached to a S/36, S/38 or AS/400. The IBM 5208 allows ASCII displays,
PCs or RT PCs emulating ASCII displays and ASCII printers to attach to an
IBM System/36, IBM System/38 or AS/400. Each twinaxially attached 5208
may connect up to seven ASCIl devices. These are attached locally via
RS422A or locally and/or remote via RS232C connection.

To the IBM AS/400 ASCIl Workstation Controller.
To a 8/370 HOST via the IBM 7170 Protocol converter.

To a S/370 HOST via the IBM 3174 Cluster Controller with the Asynchronous
Communications Adapter installed.

To an IBM 9370 ASCIl Communication Adapter.
To a non-IBM ASCII host.

Hardware and Software Prerequisites
AIX/RT  The Asynchronous Terminal Emulation program is part of the AIX/RT

Operating System. The only hardware prerequisite is a free serial
port. You may use the built-in serial port on the IBM RT floor-
standing models, a 4-port RS232C or RS422A adapter card, an 8-port
RS232C or RS422A adapter card or the PC/AT serial/parallel adapter
card.

AIX PS/2 The Asynchronous Terminal Emulation program is part of the AIX

PS/2 Operating System. The only hardware prerequisite is a free
serial port. You can use the built-in serial adapter in the PS/2 or the
Dual Port Asynchronous Adapter/A.
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Installing and Preparing for ATE

The following steps tell you how to prepare for ATE communications:

1.

Install the ATE software package if you did not do so already. Use the
installp command.

. The adapter card needs to be instalied in an appropiate slot in the system

unit, unless a built-in serial port is used.

Plug the RS232C or RS422A cable into the adapter card or the built-in serial
port.

. Add a ttydev to the system. A ttydev is a device description for the com-

munications port and is added by executing the devices command. The
devices command must be executed with superuser authorization or from a
user-ID belonging to the system group.

Select the terminal type you want to emulate with ATE and make any nec-
essary detailed adjustments for the environment. The most common
changes are line speed, parity settings, number of bits per character and
whether the line is to be driven as a remote or local line. Use BPC 8 and no
parity if NLS (National Language Support) is required.

Once the device has been defined to the remote system, the ATE emulation
package must be customized.

Customizing and Using ATE

To begin using or customizing ATE type the command ate at the AIX command

line. This will start ATE and display the Unconnected Main Menu shown in
Figure 1. As the name implies, this menu is displayed when the AIX system
does not have a connection to the host computer. From the menu you can
establish a connection to a remote host using either the connect or directory
options. For local communication, select the connect option. The directory
option is a listing of phone numbers to remote hosts that allow autodialing.
This listing is stored in the file /usr/1ib/dir.

4 A
$ ate
Node: hostl UNCONNECTED MAIN MENU
----- EB&&AND DE;CRIPTIDN—— o
E;;;;;; ﬁ;;;-a comnection

Directory Display a dialing directory

Help Get help and instructions

Modi fy Modify local settings

Alter Alter connection settings

Perform Perform an Operating System command
Quit Quit the program

The following keys may be used during a connection:
ctrl b start or stop recording display output
ctrl v display main menu to issue a command

Use ctrl r to return to a previous screen at any time

Type the first letter of the command and press ENTER.

(- J

Figure 1. Asynchronous Terminal Emulation Unconnected Main Menu

18 AIX Communications Handbook



Use the Alter command to change the default line specifications. The Alter
Menu is illustrated in Figure 2 on page 19. The values displayed on the “Alter
menu” must match the definitions for the port on the remote system.

4 )

Node: XXXXX ALTER CONNECTION SETTINGS

COMMAND  DESCRIPTION CURRENT POSSIBLE CHOICES

Length Bits per character 8 7,8

Stop Number of stop bits 1 1,2

Parity Parity setting 0 0=none, 1=odd, 2=even

Rate Number of bits/second 19200 50,75,110,134,150, 300,600,
1200, 1800, 2400,4800, 9600,
19200

Device /dev name of port tty0 tty0-ttyl6

Initial Modem dialling prefix  ATDT ATDT, ATDP, etc.

Final Modem dialling suffix 0 for none, valid modem suffx

Wait Wait between redialling 0 seconds between tries

Attempts  Maximum redial tries 0 0 for none, a positive intgr

Transfer File transfer method p p=pacing, x=xmodem

Character Pacing char or number 0 0 for none, single char/int.

Te change a current choice, type the first letter of the command followed

by your new choice (example: r 300) and press ENTER.

(. J/

Figure 2. Asynchronous Terminal Emulation, Alter Menu
Press ENTER when all the parameters have been set to the correct values.

To establish a connection with the remote system, select the connect option
from the unconnected main menu. At the prompt, type in the name of the port?
defined in the “Alter Menu”. Type the phone number of the connection for auto
dialling, or the name of the port for direct connect, and press ENTER. To manu-
ally dial a number, just press ENTER. To redial the last number (0), type r and
press ENTER.

If for some reason the ate program has been stopped abnormally, you may see
the error message: “Port is busy”. If this happens, look in the fetc/locks
directory for a file named ttyx, where “x” is the number of the port. Remove
this file with the command rm fusr/locks/ttyx before trying to connect again.
Be sure to remove the correct file as you could remove one being used by
another process (and another user).

A connection to the remote system should now be established. The login
prompt of the remote system will be displayed ready for the user to log in. If a
connection is not established, recheck that all line characteristics are defined
correctly. If a connection is made but unrecognizable text is displayed, check
that the line speed and parity are compatible between the ATE definitions and
the remote system port definitions.

1 This port must be disabled. It can be checked by invoking the penable command from an AlX shell. The port
chosen must not be on the list of enabled ports. [f it is, use the pdisable command to disable the port. For
example: pdisable ttyo
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Once you are logged in, you can use all commands of the remote system as if
you were logged in to that system from a directly attached terminal. Ensure
that the terminal type is set correctly so that all of the terminal characteristics
are correctly understood. If you’re using the VT100 emulation function of ATE,
the $TERM environment variable should be set to vt100. If you use the native
mode, the $TERM variable should be set to the type of terminal used, for
example ibm6153 or ibm3151. To check that the terminal type is correctly set,
use the env command to display all of the environment variables.

The procedures involved in setting up ATE remote communications are very
similar to those for local ATE connections. The main differences are the attach-
ment and definition for the modems. When defining the ttydev with the devices
command, the following parameter must be set to the value shown for remote
connections:

dvam 1 (device attachment remote)

In addition to the adapter cards and cables necessary for local communication
with ATE, modems are required for a remote connection. The primary menu
(ATE Unconnected Main Menu) lets you establish a connection by using either
the connect or directory command. For remote communications it is possible to
use either option. Connect can be used to dial a remote number by directly
entering the phone number of the system to call.

Dialing Directory
Ac an alternative, the Directory Menu can be used to connect to a remote host.
The directory menu allows a user to retrieve telephone numbers of remote
systems that have been previously defined to ATE. It simplifies the process of
establishing remote communications to systems that are frequently used. The
directory file not only contains telephone numbers but also the line character-
istics. These characteristics must be correctly defined if a connection is to take
place. If the remote machine is listed in the directory, select it by entering its
directory reference humber. The dial-up process should begin and a remote
communication link will be established with the remote system. Figure 3
shows an example of a directory list.

4 N

# NAME TELEPHONE (first digits) RATE LEN STOP PAR ECHO LFs

0 Machine_C 8,1234 1200 7 1 2 0 ]

1 CompuAid 555-0000 1260 7 1 2 @ 0

2 Stock_Info 555-11i1 ) 1200 7 1 2 o0 ]

3 Info_Index 555-2222 1200 7 1 2 0 6

4 Eléctronic_Mail  555-3333 1200 8 1 0 © 1

5 The_Origin 555-4444 1200 7 1 2 o 0

6 Johns_Extension  8,1111 1200 8 1 0 0 0

7 LD_Info 111,555-1212 1200 8 1 0 o ]

8 Low_Cost_LD 555-5555,800-555-77 1200 8 1 8 © 0

9 Joes_Pizza 9,555-8888 1200 8 1 0 @6 ]

10 bulletin_board 555-9999 300 8 1 0 0 0

11 The_lLab 8,2222 9600 8 1 @8 o 6
\. J

Figure 3. Asynchronous Terminal Emulation Directory List
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The default dialing directory is in the file /usr/1ib/dir. When you want to add
new entries to the directory or change existing ones, you must edit the file and
make the required changes.

ATE Default File
When Asynchronous Terminal Emulation is started it creates a default file called
ate.def in the current directory. If you start ATE from a new directory each
time, you can end up with a nice collection of such files, so don’t. The ate.def
file can be used to change the defaults for ATE, including the file name for the
dialing directory. See the publication Managing the AlX Operating System for
details.

File Transfer
Included in the ATE package are two file transfer programs. They use the
XMODEM file transfer protocol and the PACING file transfer protocol.

The XMODEM file transfer protocol allows users to transfer data over the same
link as used for ATE terminal emulation. The protocol is commonly imple-
mented on many machines. This makes the XMODEM protocol particularly
attractive for connections from AIX/RT and AlIX PS/2 to non-IBM systems.

The XMODEM protocol is more comprehensive than many other file transfer
protocols because XMODEM performs data integrity checks. No extra hardware
or software is required to use XMODEM.

PACING is the alternative ATE file transfer protocol. It does not provide the
same degree of checking as the XMODEM protocol does and should be used for
text type files only. It should not be used to transfer program or non-text data
files. The PACING protocol uses the same communications link as the terminal
emulation and does not require any extra hardware or software.

Asynchronous Connection to IBM AS/400
You can connect from an AlIX system with ATE to an IBM AS/400 using the IBM
5208 ASCII-5250 Link Protocol Converter. The IBM 5208 is an ASCII-5250 pro-
tocol converter that connects to the IBM AS/400 via twinaxial cable. It allows
ASCII displays or systems emulating an ASCII display and ASCIHl printers to
attach to the IBM AS/400. The ASCII devices are attached to the IBM 5208
locally via RS422A or locally and/or remote via RS232C connection. The IBM
5208 ASCII-5250 Link Protocol Converter supports several ASCIl device types
but shares only one with ATE: ¥VT100. Asynchronous Terminal Emulation (ATE)
allows AlX systems to emulate a DEC VT100 terminal and connect to the 5208.

Hardware Prerequisites and Customization
Asynchronous communication can be performed using either AIX/RT or AIX
PS/2. The hardware prerequisites are those listed in “Hardware and Software
Prerequisites” on page 17. For details about customizing ATE, see “Custom-
izing and Using ATE” on page 18.
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Customizing the IBM 5208 ASCII-5250 Link Protocol Converter
Connect the IBM 5208 to the IBM AS/400 Workstation Controller using a
twinaxial cable. You can customize the IBM 5208 with an ASCII terminal con-
nected to one port of the IBM 5208. You can also use an AlX system with ATE
connected to the IBM 5208 for customization. The IBM 5208 requires the fol-
lowing parameters for first time customization:

* Baud rates between 300 and 9600 bits per second.
* One of the following data bit and parity combinations:

— 8 bit and NO parity

— 7 bit and EVEN parity
— 7 bit and ODD parity
— 7 bit and SPACE parity
— 7 bit and MARK parity

* You must use the RS232C interface with a direct (modem) cable in which all
leads are going straight through from one connector to the other.

To configure the IBM 5208 press the Esc key then the Ctr1-F keys to get to the
main menu of the IBM 5208. Press 1 for port configuration. The IBM 5208 gives
you a choice of various ASCII terminals. Configure the port you want to use for
the AIX connection as a DEC VT100 terminal. For our tests we selected the
following parameters:

Type Profile Baud Parity Data Stop Attachment
Rate Bits Bits
Portl: DSP  VT100 19.2  NONE 8 1 DIRECT

Figure 4. Port Configuration of the IBM 5208 ASCII-5250 Link Protocol Converter

The parameters used in the port configuration of the IBM 5208 match those
defined for ATE and the serial port configuration of the AIX system. If neces-
sary, change the character set to match your national language. The following
languages are available:

01. Austria 10. Italy

02. Belgium 11. Japan

03. Denmark 12. Norway

04. French Canadian 13. Portugal

05. Finland 14. Spain

06. Fr{Qwerty) 15. Spanish Speaking
07. Fr(Azerty) 16. Sweden

08. Germany 17. United Kingdom
09. Multinational 18. United States

Figure 5. Device Character Set of the IBM 5208 ASCII-5250 Link Protocol Converter

Select the save option. The IBM 5208 then copies the modified configuration to
permanent storage. The IBM AS/400 automatically configures the IBM 5208 and
the connected terminal to the system as a IBM 5231 display device. See

Figure 6 and Figure 7 on page 23 for the resulting display device description.

If all parameters are set correctly, the sign-on message of the IBM AS/400 now
appears on your screen.
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Display Device Description - Display
Device description . . . . . . . .t DEVD DSP10
Device class « « « + + +« « « « o . ¢ DEVCLS *LCL
Device type . . . . .. .. ... TYPE 5291
Devicemodel . . . . . . .. ... ¢t MODEL 2
Port number . . . ... .. ... PORT 5
Switch setting . . . . . . . . . . ¢  SWTSET ]
Local location address . . . . . . : LOCADR
Online at IPL . . . . . . . .. .t ONLINE *YES
Attached controller . . .. ... : (CIL cTLel1
Keyboard language type . . . . . . ¢ KBDTYPE uss
Drop line at signoff . . . . .. . : DROP
Character identifier . . . . . . . : CHRID *SYSVAL
Allow blinking cursor . . . . . . : ALWBLN *YES
Auxiliary devices . . . . . . . . : AUXDEV

- J

Figure 6. IBM AS/400 ASCII Display Device Description (1 of 2)

Display Device Description - Display

Printer . . .. . ... .. ...t PRINTER
Print file . . . . . .. .. ...t PRIFILE QSYSPRT
Library . . ¢ v v o v v o 0w . *LIBL
Maximum length of request unit . . :  MAXLENRU
Text o v v v v v o v v v v v w ..t TEXT CREATED BY AUTO-
CONFIGURATION

(. S/

Figure 7. IBM AS/400 ASCII Display Device Description (1 of 2)

Using ATE With the IBM 5208 ASCII-5250 Link Protocol Converter
You can use an AlX system with ATE as if you were connected with a DEC
VT100 terminal to the 5208. Because there is a difference between the IBM
Enhanced Keyboard and the DEC VT100 terminal keyboard not all keys are
available on the IBM Enhanced Keyboard. Not all functions of the IBM 5291
display are supported or allowed. The following functions can be used:
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FUNCTION IBM RT KEY(S) FUNCTION IBM RT KEY(S)
Attn Ctrl A or Esc A Cmd 5 Esc 5
Backspace Backspace Cmd 6 Esc 6
Cancel Esc C or Ctrl C Cmd 7 Esc 7
Clear Esc L or Ctrl L Cmd 8 Esc 8
Cursor Down Cursor Down Cmd 9 Esc 9
Cursor Left Cursor Left Cmd 10 Esc 0
Cursor Right Cursor Right Cmd 11 Esc -
Delete Delete Cmd 13 Esc !

Dup Ctrl D Cmd 14 Esc @
Enter Enter Cmd 15 Esc #
Erase Input Esc I Cmd 16 Esc $
Error Reset Esc R Cmd 17 Esc %
Field + Esc P Cmd 18 Esc
Field - Esc M Cmd 19 Esc &
Field Advance Tab Cmd 10 Esc *
Field Backspace Esc Tab Cmd 21 Esc (
Field Exit Line Feed Cmd 22 Esc )

Help Esc h or Esc ? Cmd 23 Esc _

Hex Esc v Cmd 24 Esc +

Home Esc H Command Esc Esc
Insert - Esc Del

New Line Esc Line Feed

Print Ctrl P Local Functions

Rol1l Down Esc D

Rell Up Esc U FUNCTION RT PC KEY(S)
Sys Req Esc S

Test Esc Tor Ctr1 T Brand Select Esc Ctrl B
Cmd 1 Esc 1 Refresh Screen Esc Ctrl A
Cmd 2 Esc 2 Toggle Indicators Esc Ctrl W
Cmd 3 Ese 3 Access Configuration Esc Ctrl F
Cmd 4 Esc 4 Terminal Disconnect Esc Ctrl R

Figure 8. 5250 Functions on the IBM Enhanced Keyboard using ATE

To use the Esc key in combination with other keys, press the Esc key, and
release it; then press the second key.2

Asynchronous Connection to 0S/2
You can connect from Operating System/2 to an AIX systems using an asyn-
chronous connection. 0OS/2 does not allow login from other systems using
asynchronous connections.

Hardware Prerequisites
Asynchronous communication can be performed using either AIX/RT or AIX
PS/2. The hardware prerequisites are those listed in “Hardware and Software
Prerequisites” on page 17.

Customizing ATE for 0S/2
You need to customize the serial port of the AIX system. We used the parame-
ters shown in Figure 9 for the AIX system. These parameters must match
those defined on the OS/2 system.

2 |f your ATE process ends abnormally and you want to start the connection to the IBM AS/400 again, you can get
the message: “port /dev/tty0 is busy”, and you cannot connect to the IBM AS/400 again. In this case check if
the file /etc/locks/tty0 exists. Remove this file, then try the connect again.
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tt Terminal Type vt 100
ae Automatic Enable - true
dvam Device Attachment Method local
bpc Bits per Character 7
nosb Number of Stop Bits 1

pt Parity Type none
om Operation Mode _ full
ixp Include Xon/Xoff Protocol trued
rts Receive/Transmit Speed 19200

Figure 9. Serial Port Definition for Asynchronous Connection to 0S/2

Customizing 0S/2 for ATE
You need to tell OS/2 which device and device driver you want to use for the
asynchronous connection. You do so by inserting a DEVICE statement in the
C:\CONFIG.SYS file as shown in Figure 10. The device driver ASYNCDDB.SYS speci-
fied is valid for 0S/2 Extended Edition Version 1.1.

DEVICE=C:\CMLIB\ASYNCDDB.SYS COM1

Figure 10. OS/2 Asynchronous Device Driver Definition

You can create your own ASCII terminal emulation profile by copying the
default 0S/2 Communications Manager terminal emulation profile to another
name and change it. You can only use VT100 emulation from Operating
System/2 to an AlIX system so you are stuck with US English terminal emu-
lation. We used the parameters shown in Figure 11 and Figure 12 to connect
to the AIX system.

3 If you are using a receive/transmit speed above 4800 bps you should use Xon/Xoff protocol, otherwise data may
be lost during transfer.
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Create/Change ASCII Terminal Emulation Profile (1 of 2)

Use the spacebar to select.

Profile Name. . . . . . . . . . .. .t VTI00TRT .
CommentSs o « ¢« o o o o o o o o o o « o [VT100 ASCII terminal emulation]

Communication port. . . . . . . . . . . COMl
COM2
COM3
Emulation mede. . . . . . . . . . . . . IBM3lOL.
VT160
Line speed. . . . . . . . .. o« o« [19208]
Bits per character. . . « « + +« « . . ¢ 7 bits4
Parity type « « . .« o v v o b 000 Even 0dd
Mark Space
None
Number of stop bits . . . . . . .. .. 1 bit 2 bit
Local display . . . . . . .+ . .. .. Yes No
Autoreturn . . . . . v . e .. .. .. Yes No
Enter key . « .« . . . o . .. w e+« CR/LF CR
Line-ending control . . . . . . . ... VYes No

Enter Esc=Cancel Fl=Help F4=List F8=Forward
. J

Figure 11. 0S/2 ASCII Terminal Emulation Profile for ATE Connection (1 of 2). Selected
options are shown in bold typeface.

Create/Change ASCII Terminal Emulation Profile (2 of 2)

Use the spacebar to select.

Type of connection. . « « « ¢« v ¢ v ¢ o o v e v u e e e

Auto-dial Auto-answer

Direct Manual dial/leased line
Automatic Xon/Xoff flowcontrol . . . v ¢« ¢« v v o v v+ + « Yes No
Minimum time for break

signal tobesent . . . . ... ... e e e e e ... [350 ]
Enhanced keyboard profile name. . . . . . + . v v v ¢ . 4 . [ACSVENUS]
AT keyboard profile name. . . « « v ¢+ v v v o ¢« v 0 0 0 o [ACSVATUS]
Transfer files to and from an IBM host through

a protocol converter. . . . . . . . . . . e e e e e e Yes No

Change parameters for sending

ASCIT text files. o v o v o v v 4 0 0 o o o o s e o o s o Yes No
Data capture file name. . . . . . . C e e e e e e e e e e

]
Auto-start data capture . . . . . . ¢ 4 . ¢ 0 e o v ... Yes No
Auto-activate data filter . . . . . « ¢« ¢« ¢ . . & e o v oo Yes No

Enter Esc=Cancel Fl=Help F4=List F8=Forward
o J

Figure 12. 0S/2 ASCIl Terminal Emulation Profile for ATE Connection (2 of 2). Selected
options are shown in bold typeface.
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After you changed the 0S/2 Communications Manager Profile you must select
the Verify option to verify the profile. Then stop the 0S/2 Communications
Manager and restart it.

Using the ASCII Terminal Emulation of OS/2 with the AIX systems
To connect from OS/2 to an AIX system, start ASCIl terminal emulation from the
08/2 Communications Manager Start Communications menu. After a short time
you’ll be prompted for which profile you want to use. Type in the name of the
profile you created or use the F4 key to list existing profiles, then choose the
profile you want to use.

Issue the penable tty# command on the AIX systems you are using, where # is
the number of the port with the connection to 0S/2. Now the login prompt of
the AIX system should appear on the 0S/2 screen, and you can log in to the
AlX system.

Note: When using AIX/RT after a succesful login you may see garbled data on
your screen, and interaction with AIX/RT is no longer possible. This is because
AIX/RT switches back to 8 bit characters after login with a valid userid. To
prevent this add the following lines to the file /etc/profile:

if [ "$TERM® = "vt100* ]
then
stty cs7
else
stty cs8 -istrip
fi

Reference Publications for This Chapter
The ATE package is described in:

Using the AlX Operating System (AIX/RT), SC23-2007
Using the AlX Operating System (AIX PS/2), SC23-2024
Managing the AlX Operating System (AIX/RT), SC23-2008
Managing the AlX Operating System (AlX PS/2), SC23-2031

The IBM 5208 ASCII-5250 Link Protocol Converter is described in:
THE IBM 5208 Model 1 ASCII-5250 Link Protocol Converter User’'s Guide,
XUXX-XXXX

The 08/2 Communications Manager is described in:

Operating System/2 OS/2 Communications Manager XXXYYYZZZVVV, xxxx-
XXXX

4 When using the VT100 emulation with OS/2 you can only use 7 bits per character.
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Basic Networking Utilities (BNU)

The term BNU refers to a package of commands, directories and data files for
communication among AIX and other UNIX-based systems over dial-up or direct
lines or via local area networks using the TCP/IP protocol. BNU is typically
used for AIX and/or UNIX connections that are long distance and relatively slow
speed, using BNU on the AlX systems and BNU or UUCP on the UNIX systems.

Overview

In prior releases of AIX/RT, BNU was referred to as “UUCP”. BNU is based on
HoneyDanBer UUCP from UNIX System V Release 3. The first UUCP was made
by the AT&T Bell Laboratories in 1976. It was improved in several later ver-
sions for UNIX System V Release 1 (SVR1) and System V Release 2 (SVR2).

An independent version of UUCP was developed at the University of California
at Berkeley and became the basis for the versions shipped with Berkeley Soft-
ware Distribution (BSD 4.x) as well as with DEC’s Ultrix and Sun’s SunOS oper-
ating systems. Sun actually does not ship the BSD implementation of UUCP,
but an older version of its own. There are minor differences in particular man-
ufacturers’ implementations of UUCP.

With System V Release 3, AT&T began distributing a new version of UUCP that
had been developed in 1983 by Peter Honeyman, David A. Nowitz and Brian E.
Redman. This version became popularly known as the HoneyDanBer UUCP
(derived from the authors’ names), but is called “Basic Networking Utilities” or
BNU, in AT&T’s official release of the product. BSD 4.3’s UUCP is yet another
significant update, incorporating some BNU features, but retaining more conti-
nuity with other Version 2 implementations.

BNU is largely backward-compatible with Version 2, so a UUCP network can
contain both Version 2 and BNU sites. However, the names of the various con-
figuration and control files have been changed. BNU systems will have the file:
Jusr/adm/uucp/Systems, older versions will not. BNU provides a conversion
program Cvt to move UUCP command- and data files into the appropriate BNU
directories. The BNU of the AIX systems is based upon BNU from UNIX System
V Release 3 from AT&T.

UUCP stands for UNIX-to-UNIX CoPy. UUCP (as BNU) is a collection of pro-
grams designed so that UNIX systems can communicate with each other. BNU
and UUCP include programs to:

* Transfer files between UNIX systems (uucp)

* Execute commands on a serving system (uux)

¢ Send mail to users on a serving system (mail).
When two hosts communicate using BNU or UUCP, one system initiates a call
for a service (file transfer or remote execution) and the other system services
this request. If configured for both functions, each of the two systems can ini-
tiate a call and serve a request. In the remainder of this chapter, we will use

the term calling system to refer to a system that initiates a call, and serving
system to refer to a system that serves a request.
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Also, we will use the terms modem, ACU (automatic call unit) and dialer. A
modem is a modulator-demodulator device for converting a string of bits on a
serial line into electric signals for transmission across telephone and leased
lines. Early modems were designed to be used in conjunction with an ordinary
telephone. The call was dialed by hand to establish the connection. Another
device referred to as an automatic call unit or programmable dialer is used to
actually place the call automatically. A single dialer could service an entire
bank of modems. The modern modems, so called “smart modems” have
built-in autodial capabilities using software commands for dialing informations.

A program called uucico does most of the work transferring files or remote exe-
cution requests back and forth between systems. Another program calied
uuxqt is invoked on the serving system to process remote execution requests.
In order for these daemons to do their job, several data files need to be in
place, giving information about the systems to be called and the mechanism to
be used to place the call.

The vucp program itself does not copy files from system to system nor does
uux actually execute commands on a serving system. When a user invokes
uucp or uux or sends mail to a user on a serving system, two things happen:

1. A work file containing information such as the name of the source file and
the destination file, uucp or uux options and the type of request (send,
receive, or execute) is created in the directory /usr/spool fuucp.

2. The uucico program is invoked to actually make the transfer. The uusched
program periodically scans the spool directory for work files, and calls
uucico only when a call needs to be made to the other system. uucico
attempts to contact other systems and execute the instructions in the work
files.

Installing BNU

Use the installp command to install Extended Services Program with “uucp, ct
and cu Support”. This requires about 900 blocks in /usr. The files for using
BNU are located in the following directories.

* /usr/1ib/uucp contains BNU administrative commands and commands used
internally by BNU.

* /usr/adm/uucp contains the various BNU data files with information used to
establish connections to remote computers and control access permissions.

* Jusr/bin contains commands such as uucp and uux that can be used by
~ordinary users to request UUCP services.

* /usr/spool/cron/crontabs/uucp is a table used by the cron daemon to invoke
various BNU functions at specified times. The functions it invokes are the
scripts uudemon.hour, uudemon.cleanu, uudemon.poll and uudemon.admin in the
Jusr/adm/uucp directory.

e Jusr/spool/uucp is where BNU creates temporary files in various work direc-
tories and also stores user requests.

¢ /Jusr/spool fuucppublic is known as the PUBDIR, and is a directory that
anyone can access. Sometimes it is used to deliver files to users whose
directories cannot be accessed.
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Hardware Prerequisites

On the IBM RT you can use one of the built-in serial ports of the floor-standing
models, a 4-port RS232C or RS422A adapter card, an 8-port RS232C or RS422A
adapter card or the serial/parallel adapter card for asynchronous connections.
You can use the Token-Ring adapter card, the Ethernet adapter card and the
X.25 adapter card for TCP/IP connections.

For the PS/2 you can use the built-in serial port, a Dual Async adapter card, or
the IBM Realtime Interface Co-Processor Multiport/2 adapter card with the
8-port RS232C interface board for asynchronous connections. You can use the
IBM Token-Ring Network Adapter/A or the Ungerman-Bass NICps/2 Adapter for
TCP/IP connections.

Customizing BNU

Required Steps

As stated in Managing the AlX Operating System in the section “Setting Up
Remote Communications”, you customize BNU by modifying the following con-
figuration files:

Jusr/adm/uucp/Systems Jusr/adm/uucp/Permissions
Jusr/adm/uucp/Devices Jusr/adm/uucp/Dialcodes
Jusr/adm/uucp/Dialers Jusr/adm/uucp/Poll

In addition, you’ll have to modify other files, including shell scripts, to ensure
that daemons perform required functions at times that are convenient and
timely.

We shall not repeat the detailed instructions for customizing these files here.
What we will do is suggesting a sequence of customizing steps, explaining
when a certain step is required and pinpoint a few of the areas that are not too
well described in Managing the AiX Operating System:

We shall first list the steps to customize your systems for a pretty much
standard setup. The list will be followed by comments on some of the steps:
1. Prepare the password file for BNU.

2. Establish a physical communication link between your system and each of
the systems you’ll use BNU for. In case of dialout links, establish the con-
nection between each system and its modem. For TCP/IP connections
make sure that TCP/IP is running between the two systems.

3. Give your system a name by which it can be identified by BNU. For TCP/IP
connections you must use the hostname defined for TCP/IP.

4. Customize primary configuration files:

a. If your system will act as a calling system, you must create entries in
the /usr/adm/uucp/Systems file for each of the serving systems your
system will be calling.

b. You must create entries in the /usr/adm/uucp/Devices file for each
remote serving system your host will call.
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c. For each entry in the /usr/adm/uucp/Devices file referring to an ACU
(dialer) that your system does not already know about you must specify
dial instructions in the /usr/adm/uucp/Dialers file.

d. You must update the /usr/adm/uucp/Permissions file to reflect what
access the local system has to remote serving systems defined in
/Jusr/adm/uucp/Systems and what access permissions you grant to remote
calling systems.

e. You may want to define common dial codes in the file
Jusr/adm/uucp/Dialcodes; however, specifying full phone numbers in
Jusr/adm/uucp/Systems is usually more efficient.

f. You may want to check that the poll times given in the
Jusr/adm/uucp/Pol1 file are suitable and, if not, modify them.

5. You must uncomment the crontab entries in the file
/usr/spool fcron/crontabs /uucp to activate the periodic scheduling of
required BNU daemons.

6. Run uucheck to verify that your Permissions file is correct. If errors are
reported, correct them. Rerun uvucheck every time you change the
Permissions file.

7. Run uuname to verify that all the systems your local system needs access
to are known to your local system. If they are not, change the configuration
files as required.

8. If you are using TCP/IP for BNU, uncomment the line in the file
/etc/rc.tepip that starts the uucpd daemon.

9. Shutdown your system and reboot.

10. After the system has been rebooted, verify the correct operation of each
host system by using the vutry command (/usr/adm/uucp/uutry) or the cu
command {/usr/bin/cu).

Special Considerations

Preparing the Password File
The publication Managing the AlX Operating System gives detailed information
about what’s required of the password file for BNU to run properly. In fact, the
[etc/passwd files of AIX PS/2 and AIX/RT are both prepared for BNU in that they
provide entries for a “model” user ID, (uucp). It’s not recommended to use this
model directly; you should create your own ID. By convention, the first such ID
you create is called nuucp.

If you need to assign varying access priveledges to different calling systems,
you will need to create additional login IDs. The example in Figure 13 shows
the “model” uucp UID and two working login UIDs: nuucp and xuucp. The
working UIDs use there own directories and (like uucp) may have any UID and
GID. :

uucp: ' :5:5: fusr/spool fuucppublic: fusr/1ib/uucp/uucico
nuucp: 1:209:5: /u/nuucp: /usr/1ib/uucp/uucico
xuucp: 1:210:5: /u/xuucp: fusr/1ib/uucp/uucico

Figure 13. BNU User-IDs in /etc/passwd
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On the IBM RT with the new security features of AIX/RT, you need to enable
login for the UIDs used by BNU. The model entry for uucp in the
Jetc/security/passwd file does not allow login. Figure 14 on page 33 shows
that login is not allowed for the UID: uucp while the absence of the line:
“restrictions = nologin” tells that login is allowed for the two working login IDs.
If you do not define working login IDs, you must remove the line from the uucp

user-ID.
uucp:
password = 3wSjGhie6LPOQ
restrictions = nologin
nuucp:
password = EyIiTxjS1lqb2s
Xuucp:
password = pQhqX7ioW.LWU

Figure 14. BNU User-IDs in /etc/security/passwd

Giving Your System a Name
Each system in BNU must have a node name. For all connections other than
TCP/IP, the node name is taken to be what the command uname -n returns. For
TCP/IP, the node name is taken to be what hostname returns. It is strongly
recommended that you assign identical names for these two. The node name
returned by uname -n is taken from the value in /etc/master, while the
“hostname for use by TCP/IP is set with the hostname command.. On AIX PS/2,
both names default to the site name entered during installation.

Changing the hostname on a system that is a Yellow Pages (YP) client, requires
that you kill the process running the ypbind daemon while changing the
hostname. It also requires that you change your hostname in fetc/rc.tcpip,
/etc/hosts and any other files you may be using for NFS and TCP/IP. Then, you
must change the hostname in the files used to build the YP data base on the YP
master server, rebuild the YP data base and transmit the updated data base to
all YP slave servers. Obviously, changing hostnames is not something you
want to do every day. .

The names of serving systems known to the calling system must be listed in
Jusr/adm/uucp/Systems for BNU to be able to communicate with them. Run the
hostname command without any flags on each host to determine the name of
that host. Use uname -n if TCP/IP is not installed.

The BNU Systems File
Notice, that you may define a system as a passive system which means that it
can be called, but will never initiate calls. In this case, the system acts only as
a serving system and needs no information in the fusr/adm/uucp/Systems file.

If your local system will act as calling system, the Systems file must contain a

line for each serving system it will call. The format of entries in the file is
shown in Figure 15. Examples of entries are shown in Figure 16.
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System_name Time Caller Class Phone Login

Figure 15. Structure of the BNU Systems File

System_name States the node name of the serving system. You can list the
same node name more than once. Each additional entry
represents an alternate communication path that BNU will use
when trying to establish a connection to the serving system.

Time Gives the time interval when the calling system can call the
serving system. It consists of three subfields, the day, an
optional time and an optional minimum retry period for caliling
when an attempt fails. For direct or TCP/IP connections,
specify “Any” to allow calls at any time.

Caller Specifies the type of device 1o be used for the call. This field is
a pointer to a corresponding entry in /usr/adm/uucp/Devices.
Insert the node name of the serving system for direct con-
nections, “ACU” for dialed connections or “TCP” for TCP/IP
connections.

Class The line speed in bits per second. Insert “Any” if speed is
negotiated or “-" for TCP/IP.

Phone The dialer sequence that will be used by the dialer or ACU to
call the serving system. Insert “-” for direct and TCP/IP con-
nections.

Login The login sequence for accessing the serving system as a BNU

user. The systems login sequence is alternating “expect” and
“send” strings. Strings are separated by spaces.

sysl Any TCP - - in:--in: uucp word: uucppwd
sys3 Any TCP - - in:--in: uucp word: uucppwd
gatex Any gatex 9600 - "* \r\d\r\d\r in:--in: uucp word: uucppwd

Figure 16. Example of a BNU Systems File

When a user on your local host requests a BNU service, uucico is invoked. It
first scans the /fusr/adm/uucp/Systenms file for the name of the serving system.
Then it checks if it is a valid time to call. If so, it checks the caller and the
class field and goes to the fusr/adm/uucp/Devices file to search for a device that
matches. wucico then checks to see if a lock file exists for that device in
Jusr/spool fuucp/.Log, in which case the device is in use. If so, uucico checks to
see if there is another device of the requested type and speed and uses it, if
available. If no device is available, uucico returns to the fusr/adm/uucp/Systems
file to see if there is another entry for the system in question. If so, the process
is repeated. If not, the call is terminated. Once an available device is located,
uucico uses the phone number for dial-up lines or calls uucpd for TCP/IP con-
nections and tries to establish the connection with the information .in the login
field.
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The BNU Devices File

The fusr/adm/uucp/Devices file contains information for direct links, automatic
call units and network connections. See Figure 17 for the structure of the file
and Figure 18 for an example file. Each entry must begin in column 1 of the
file; otherwise, you will get the error message: “No devices available” when
you try to use that device. '

Caller Line

Line2 Class Dialer-Token Pairs

Figure 17. Structure of the BNU Devices File

Caller

Line

Line2

Class

Dialer-Token Pairs

The Caller field describes the type of link and may
contain one of the following keywords:

ACU For links made through a modem.

Direct For a direct connection to the other
system. If you use a direct connection
this line must be followed by a line that
specifies the serving system, which is
directly connected to the calling system.

TCP For a TCP/IP connection.
Node name For a direct link to a particular system.

The device name of the port to be used for making the
connection. For direct serial links and modems, this field
will contain the name of the special file in /dev that corre-
sponds to the serial port of the connection. Use “-” for
TCP/IP.

This is an optional field that is used if the type field con-
tains ACU and the ACU is an 801 type dialer, which is a
device separate from the modem itself. For non-801
dialers and all other connections use “-”.

This field contains the line speed of the device in bits per
second if the keywords ACU or Direct are used. Use
“Any” if the line will match any speed requested in the

‘fusr/adm/uucp/Systems file. The entry in this field must

match the class field in the fusr/adm/uucp/Systems file.
Use “-” for TCP/IP.

The remainder of the line contains pairs of dialer names
and “tokens”. Each pair represents a dialer and an argu-
ment to pass to that dialer.

TCP - - - TCP

Direct ttyd - 9600 direct
gatex tty® - 9600 direct

Figure 18. Example of a BNU Devices File
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Security in BNU, the Permissions File
Through the /usr/adm/uucp/Permissions file, BNU provides additional protection
and much finer control for access of a serving system compared to prior
releases of UUCP. See Figure 18 for the structure of the file and Figure 20 for
an example.

LOGNAME=10ginID - [options...]
MACHINE=serving_system:calling_system [options...]

Figure 19. Structure of the BNU Permissions File

The /usr/adm/uucp/Permissions file has two types of entries:

* LOGNAME entries allow you to grant specific permissions for individual
login IDs that are used when a calling system calls your local system. Only
if you have entries defined in /usr/adm/uucp/Systems do you need LOGNAME
entries.

* MACHINE entries allow you to specify permissions for individual serving
systems that can be called from your local system. MACHINE entries give
permission to user’s on the calling system when they call a serving system.
They do not give general permissions for that system. '

LOGNAME=nuucp: xuucp READ=/u WRITE=/u REQUEST=yes SENDFILES=yes |\
COMMANDS=al1
MACHINE=sys2:sysl:gatex READ=/u/dieter WRITE=/u/dieter REQUEST=yes

Figure 20. Simple BNU Permissions File

Both types of entries may have option/value pairs. You can have as many of
these option/value pairs as you want and can add entries for all or only some
of the remote sites. For a description of the options, see the publication Man-
aging the AlX Operating System.

LOGNAME Specifies the login IDs that can be used by remote calling
systems for log in to the local system when it acts as a
serving system. All login IDs used by one particular remote
calling system must appear in one and only one single
LOGNAME entry.

MACHINE Gives the name of the local calling system and the names of
the serving systems that the local system is allowed to call.
If you don’t want to grant permissions to each system by
name, the entry MACHINE =OTHER will assign permissions
to any system not mentioned by name.

Access and Security Considerations: Giving a calling system the ability to copy
files and execute commands on the serving system raises issues of system
security. Fortunately, a lot of security measures are already in place. First of
all, like all users, uucico must log in to the serving system. By assigning a
password you can keep unauthorized users from logging in. Secondly, BNU’s
user-IDs in the fetc/passwd file do not receive a normal shell, but merely
invokes another copy of uucico. The only work that can be done is that allowed
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by the slave (receiving) uucico. The system administrator has a few more
mechanisms available to increase the level of security of the serving system:

* Creating additional /etc/passwd and /etc/security/passwd file entries to
grant individual access to each calling system through different entries in
the /usr/adm/uucp/Permissions file.

* Restricting local file access by calling systems, or requiring a call-back for
certain system logins.

* Controlling the commands that calling systems can execute on the serving
system.

¢ Controlling the systems that can forward files through the serving system
and to which other system files can be forwarded.

* Assigning appropriate file access modes and ownerships to protect the BNU
files (which contain such sensitive data as remote systems’ phone numbers
and login passwords) from outside users.

BNU allows you to define additional working logins for uucico. This allows you

‘to define separate passwords for each calling system. You can also grant dif-

ferent levels of access on a system-by-system basis. Using separate working
logins for each system also makes it easier to track which system has called
you.

Make Sure the Links Work

Testing with cu

The final step in instailing a BNU link to another system is to test the con-
nection to make sure that you have indeed configured it correctly. Before trying
your first BNU request, you can try dialing the serving system with the cu
command. You cannot use the cu command with TCP/IP connections, only with
direct or dial-out lines.

Once you have successfully logged in with cu you are ready to test that uucico
will be able to negotiate the chat script and successfully log in automatically. |f
you can’t connect to the other system, BNU provides two shell scripts called
uutry and Uutry for you. They will both invoke uucico -x for debugging the con-
nection. The program uutry sends its output to the screen; so does Uutry but it
also saves a copy in the file /tmp/system_name.

When you have configured your system you should be able to call a remote
system with cu’ by typing:

cu system_name

cu will look up the details on how to contact the serving system just as BNU
does. There must be a Direct entry in the fusr/adm/uucp/Devices file for the
direct connection or an ACU entry if you want to use the cu -/ command. You
should now receive the login prompt of the remote system and be able to log in
to the serving system. If you get a message like: “No device available” or
“Requested device unknown”, then you haven’t got the /usr/adm/uucp/Devices
file set up correctly.

5 You cannot use cu with TCP/IP connections, only direct and dial-out lines can be used.
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Testing with uutry » -
BNU provides a shell script called uvutry that you can use for debugging the
connection to a serving system. uutry invokes uucico -x for debugging the con-
nection. The output will be sent directly to the screen of your system. You can
also use Uutry, which does the same as uutry, but also sends the output to a
file called /tmp/system_name. You normally issue the command:

lusr/adm/uucp/uutry system_name

where system_name is the name of the serving system you want to connect to. A
bad connection could produce messages as shown in Figure 21:

mchFind called (sys2)
conn(sys2)

Device Type TCP.wanted
Internal caller type TCP
tcpdial host sys2, port 540
getto ret 5

expect: (in:)

got ?

exit code 0

Figure 21. Using uutry: Incorrect Systems Entry

The attempt to contact sys?2 failed because the entry for login to sys2 in the
Jusr/adm/uucp/Systems file was incorrect. After correcting the entry in the
Systems file, you may receive the messages as shown in Figure 22:

mchFind called (sys2)
conn(sys2)
Device Type TCP wanted
Internal caller type TCP
tcpdial host sys2, port 540
getto ret 5
expect: (in:)
login:got it
sendthem (nuucp”™)
expect: (word:)
Login incorrect.lost line errno - 0
close caller (5)
delock(-)
Call Failed: LOGIN FAILED
exit code 101
Conversation Complete: Status FAILED

Figure 22. Using uutry: Remote User-ID Unknown
In this case you reached sys2, but the user-ID nuucp did not exist on system

sys2. After adding the user-1D nuucp to sys2 you may receive the messages as
shown in Figure 23:
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mchFind called (sys2)

conn(sys2)

Device Type TCP wanted
Internal caller type TCP

tcpdial host sys2, port 540

getto ret 5

expect: (in:)

login:got it

sendthem (nuucp™)
expect: (word:)
Password:got it
sendthem (nuucppwd™M)

exit code 0

Figure 23. Using uutry: Remote User-ID with nologin

We reached sys2, and the user ID nuucp exists, but the restrictions = nologin
-stanza was set in fetc/security/passwd for the User-ID so no login with user-ID
nuucp is possible. After fixing this last problem we succeed (Figure 24):

mchFind calted (sys2)
conn(sys2)
Device ‘Type TCP wanted
Internal caller type TCP
tcpdial host sys2, port 540
getto ret 5
expect: (in:)
login:got it
sendthem (nuucp”™)
expect: (word:)
Password:got it
sendthem (nuucppwd™M)
Login successful: System=sys?2
msg-ROK
Rmtname sys2, Role MASTER, Ifn - 5, Loginuser - titus
rmesg - 'P' got Pgetx
wmesg 'U'e
Proto started e
**% TOP *** _ role=MASTER, wmesg 'H'
rmesg - 'H' got HY
role=MASTER, PROCESS: msg - HY
HUP:
wmesg 'H'Y
cntrl - 0
send 00 6
,send 00 @
,exit code 0
Conversation Complete: Status SUCCEEDED

Figure 24. Using uutry: Successful Login
Now you can use the uucp command for sending a file from host sys1 to host

sys2. We used uucp -r followed by uutry -r and got the result shown in
Figure 25:
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mchFind called (sys2)

conn(sys2)

Device Type TCP wanted

Internal caller type TCP

tcpdial host sys2, port 540

getto ret 5

expect: (in:)

login:got it

sendthem (nuucp™M)

expect: (word:)

Password:got it

sendthem (nuucppwd”™M)

Login successful: System=sys2

msg-ROK

Rmtname sys2, Role MASTER, Ifn - 5, Loginuser - titus

rmesg - 'P' got Pgetx

wmesg 'U'e

Proto started e

*** TOP *** - role=MASTER, Request: sysl!/u/titus/test -->
sys2 !/u/nuucp (root)

wrktype - S

wmesg 'S' fu/titus/test fu/nuucp root -dc D.O 644 root

rmesg - 'S' got SY

role=MASTER, PROCESS: msg - SY

SNDFILE:

-> 803 / 0.000 secs

rmesg - 'C' got CY

RQSTCMPT:

mailopt @, statfopt 0

**% TOP *** . role=MASTER, Finished Processing file:
Jusr/spool fuucp/sys2/C.sys2N623c

wmesg 'H'

rmesg - 'H' got HY

role=MASTER, PROCESS: msg - HY

HUP: '

wmesg 'H'Y

cntrl - 0

send 00 0

,send 00 O

,exit code 0

Conversation Complete: Status SUCCEEDED

Figure 25. Debugging File Transfer Using the uucp Command
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IBM RT SNA Services

Although it is not the purpose of this document to give a comprehensive
description of Systems Network Architecture (SNA), it is necessary to introduce
a few concepts to understand how IBM RT SNA Services allows the IBM RT to
be integrated into an SNA network.

Introduction to SNA

First, SNA is not a hardware or software product. It is an architecture. This is
perhaps best understood if you think of it as an overall scheme for communi-
cations systems, defining the structure of a communications network without
imposing constraints on the nature of the devices of which it is composed. The
structure of the network is defined and rules are laid down for its operation.
However, the rules and definitions are designed for maximum flexibility so that
a network may grow, and not be prevented from incorporating and taking
advantage of future developments.

SNA is structured in layers to provide flexibility and minimize the extent to
which users and applications need be concerned with the way in which data is
transmitted over the network. The physical link between two points in the
network (the wires and connections which provide a path for the passage of
information) forms the bottom layer; the top layer is the application. Interme-
diate layers control data flow, the transmission protocol, the integrity of the
data being transmitted, and so on. Figure 26 on page 42 gives a view of the
SNA layers and what they mean.

Each layer communicates with adjacent layers only. The precise form of the
information passed is left to the implementer of the network. From this it may
be seen that it is relatively simple to enable SNA to run on different physical
media such as Token Ring and X.25 Networks which need to use data link
layers other than ordinary telephone lines.

As far as the implementer of SNA is concerned, he’ll only need to change the
part of the path control layer that interfaces to the data link layer so that it can
use, say, Token-Ring LLC rather than SDLC. The other layers remain exactly
the same and a terminal still communicates to the application on the host in the
same way except over a Token-Ring network rather than an ordinary telephone
line. Thus an SNA protocol can be used to communicate over a number of dif-
ferent physical media unlike other protocols such as BSC.

Similarly, it is relatively easy for a programmer to change any of the layers of
SNA to extend their function without having to change any of the other layers.

SNA is essentially device-independent and imposes few limitations on physical
devices. These may be attached directly to a processor channel, connected by
means of telephone lines or on a Local Area Network. They may be displays,
printers or another computer. The components of an SNA network are:

* Physical Units {PUs)

* Logical Units (LUs)

e Lines

* Systems Services Control Point (SSCP).
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Physical Units

Logical Units

LAYERS ANALOGY

APPLICATION Data is created and/or updated. If you want to
— send a letter, this is where the content is
created.
FUNCTION MANAGEMENT How is data formatted and presented? Does the
SERVICES —— sender and receiver use the same encoding, for
{PRESENTATION example: ASCII or EBCDIC? Do sender and receiver
SERVICES) speak the same language or must we translate?
DATA FLOW CONTROL Conversation protocols. Who is talking now?

(SESSION CONTRUL) —— Who is talking next? We can't talk at the same
time or information may be lost.

TRANSMISSION Coordinates the flow of messages and their
CONTROL ———— acknowledgements. Specify in letter that you
want a response (please return signed copy).

PATH CONTROL What path is the information going to follow?
——— A letter mailed from Denmark to Japan can follow
different routes (via USA, the North Pole,
Australia?). 1In SNA terms this is route control.

DATA LINK How is the information enclosed to reach its
—— destination safely? Paper envelope? Post card?
In SNA: SDLC for telephone lines,

QLLC for an X.25 network,

LLC/MAC for Token Ring.

PHYSICAL The physical transmission channel: Mailman,
. — telephone,. smoke signals? SNA does not enforce
any; uses RS232, X.21, X.25, Token-Ring, ...

Figure 26. SNA Layers and Analogy

A physical unit (PU) is a component in the SNA network that can route informa-
tion to other parts of the network. A PU must be able to implement the lower
three layers of SNA. Physical units are classified into types, depending on their
intelligence and capacity for routing SNA messages through the network:

Type 2 Node (PU.T2) Cluster control unit (3x74).

Type 2.1 Node (PU.T2.1) Cluster control unit and/or peer node. Usually a
computer that can emulate a PU.T2 (for example,
IBM RT, PS/2, PC, S/36, AS/400)

Type 4 Node (PU.T4). Communications controller node (3720, 3725, 3745).
Type 5 node (PU.TS) Host node.

One of the most important components of an SNA network is the logical unit
(LU). To describe what a logical unit is we must first define the SNA term: end
user. In SNA terminology an “end user” is an end-point for the data that is sent
across the network. In the case where a terminal talks to an application on a
host, the terminal and the application will be SNA “end users” as the data goes
no further than these on the network.
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Lines

A logical unit then, is the component of the network that formats the data for
the SNA “end user”. For instance, at the terminal end it would format the data
so that it fits on the screen (similar to the function of the terminfo file in AlX),
and at the application end it would format the data for the application. When
the two end points (LUs) have established the basis for exchange of information
between them they are said to be in session.

Like PUs, LUs are classified according to the type of formatting théy have to do:

LU.0 Customer-defined session

LU1 Terminal cluster (for example, Remote Job Entry (RJE) Terminal)
LU.2 3270-type display terminals

LU3 Terminal printers (attached to 3270 controller)

Lu.4 Terminal to terminal

LU6.2 Advanced Prbgram-to-Program Communications (APPC).

Lines are the physical media that connect the different components together in
an SNA network. Examples are telephone lines, X.25 networks and Token-Ring
local area networks. :

Systems Services Control Point

VTAM

The SSCP or Systems Services Control Point is the overall controlling function
of a hierarchical SNA network. It is not used in a peer-to-peer SNA network. It
controls all the sessions and information routes in the network, and all errors
and problem notification are sent to it. It usually resides in the VTAM applica-
tion on the S/370 host.

To control the potentially huge network of physical and logical units that may
exist in an SNA network, IBM S§/370 hosts run a subsystem called YTAM (Virtual
Telecommunications Access Method). This subsystem is essentially an “Oper-
ating System” for the network and controls the transmission of data between
individual LUs. Extensions to VTAM provide network problem diagnosis func-
tions.

VTAM must know the characteristics of all the devices for which it is respon-
sible. Information is held in profiles configured into VTAM. The profiles are
tables referred to as a “VTAM listing” or “NCP gen”.

Node Type 2.1 (PU.T2.1)

The type 2.1 node is designed for peer-to-peer connections. In a peer-to-peer
connection the nodes are not arranged in a hierarchical network and do not
depend on a single controlling node. When a product implements a type 2.1
node it may also support attachment to an SNA subarea network (a hierarchical
network) and in this case the product appears as a T2.0 node. Figure 27 on
page 44 illustrates this.

IBM RT SNA Services 43



Type 5 Node

LU 2 Sessions

LU 6.2 Session
Type 2.1 Node Type 2.1 Node

Figure 27. Type 2.1 Nodes in Hierarchical and Peer-to-Peer Network

The data link control layer in such a network can use a variety of protocols,
depending on particular product implementations. On the IBM RT, for example,
it may use SDLC for telephone lines, QLLC for X.25, LLC/MAC for Token-Ring,
etc.

In a peer-to-peer network, one question arises: Who is in control of establishing
sessions? In the hierarchical network the BIND that determines the session
parameters (rules), is initiated from the primary logical unit (PLU), which is
located in the type 5 node. The type 2.1 node can act as a PLU and can also
act as a secondary logical unit (SLU). We say such a node is “PLU capable” as
well as “SLU capable”. This is illustrated in Figure 28.

NODE TYPES I
Functions 2.0 2.1 4/58|
Parallel sessions X X
Able to send BIND (PLU capable) X X
Able to receive BIND (SLU capable) X X X

Figure 28. Physical Unit Capabilities

Parallel sessions refer to the capability of the PU and LU to support multiple LU
6.2 conversations over a single LU-name/mode-name pair. An SNA conversa-
tion is the orderly exchange of data messages between two LU 6.2 LUs.

As the type 2.1 node is both PLU- and SLU capable, the only thing left is deter-
mining who sends the BIND for the sessions between the nodes. Most products
implementing the type 2.1 node allows you to select between three “roles”
when you define the logical link to another system: the PLU role, the SLU role
and the Negotiable role. If two type 2.1 nodes are defined as negotiable, they
-will determine which one plays the PLU role at the time a session is estab-

6 The markings for type 4/5 nodes are valid for a VTAM V3R2, NCP V4R3 and NCP V5R2 system. A type 5 node
communicating with another type 5 node can have parallel sessions.
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lished. In other words, for negotiable logical links the location of the PLU and
the SLU is not predetermined.

What About BSC?

While SNA is a communications architecture defining specific protocols, Binary
Synchronous Communication (BSC) is a generic term for certain kinds of data
transmission. BSC is not a precisely defined protocol, and implementations of
BSC tend to be device-specific. It is certainly a simpler communications
method which is why it has only little of the flexibility of SNA. For instance,
unlike SNA, it cannot easily be adapted to run on diffefent physical media such
as local area networks or X.25. In fact, it may only be used over telephone
lines.

BSC implements a single, point-to-point synchronous communication between
terminal and host. 1t does not have a layered structure but provides functions
analogous to the physical- and data link layers of SNA. A host may support a
number of simultaneous BSC communication links but, normally, terminals or
other devices can’t be interchanged; neither can dissimilar devices be “multi-
dropped” on the same line, as they can with SNA.

Terminal emulation can overcome some of the potential problems of BSC since
the “device” attached to the communications line is defined in software, thus
allowing the emulation of whichever physical device is appropriate.

BSC Host Network Control Programs
In order to control a network of BSC connected devices, a host must run a
network control program, just as it does for an SNA network. There are a
number of different types in use. The most common ones are VTAM (Virtual
Telecommunications Access Method), which can support both SNA and BSC
communications, and EP (Emulation Program).

For these programs to know the characteristics of all the devices connected to
the host, profiles which contain information about each of the devices are con-
figured into the programs. These profiles are known as VTAM listings or EP
listings.
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IBM RT SNA Services

IBM RT SNA Services is a set of programs and data files that are integrated
with the AIX operating system and Virtual Resource Manager to allow an IBM
RT to access an SNA network. Once implemented, SNA Services can be trans-
parent to the user who need not be concerned about the details of its operation.

Application programs (often referred to as transaction programs in the SNA LU
6.2 environment) access the network through a device driver (/dev/sna) so that
the network may be addressed almost like any other IBM RT I/0 device. SNA
Services must be told what the network looks like and what local and remote
software will run on the network. This information must be provided in SNA
Services Profiles. A general-purpose program (not only used with SNA) called
the System Program Controller uses the information from these profiles to start
a process in which to run the requested program.

Some IBM RT applications can access an SNA Network without using SNA Ser-
vices. One example is the IBM RT 3278/79 terminal emulator. This program
offers an LU Type 2 session with an SNA host without using SNA Services.

Installing SNA Services
IBM RT SNA Services must be installed using the installp command. A
message warns that the kernel will be rebuilt, and the system re-started, when
installation is complete. Once installed, SNA Services becomes an integral part
of the AIX operating system, but must be configured before any communi-
cations can be established. ‘

Customizing SNA Services

This section will describe in general how to configure SNA Services and espe-
cially which profiles need to be changed when configuring SNA Services for
APPC/LU 6.2 communications. For a start, let’s repeat:

e A data link: Two network adapter cards communicating together form a data
link.

e A session: Two logical units (LU) communicating together form one or more
sessions.

* A conversation. Two application programs communicating together form a
conversation. ‘

When establishing communication between two systems, first establish the data
link, then the session and, finally, the conversation (see “Enabling
Communication” on page 57). One or several conversations can be active at
the same time over one session. Similarly, several sessions can be active over
the same data link. '

SNA Services contains a set of default profiles which can be copied and modi-
fied’ using a full-screen program called snaconfig. The snaconfig program must

7 lIs is highly recommended that SNA Services be deactivated with the command stop -c sna before altering the
profiles. Altering the profiles without having stopped SNA Sei-vi_ces can cause loss of information in the profiles
and give you needless problems when trying to figure out what went wrong.
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be used to set up the SNA Services Profiles. To start the SNA Services
configurator:

1. Login as root
2. From the command iine, type snaconfig
3. When the *Enter Node ID* panel appears, select Do.

This will give the panel shown in Figure 29.

4 )

»PRINT  »VALIDATE »LOAD »CLOSE
SNA PROTOCOL PROFILE TYPES

»System Network Architecture (SNA)

»Connection

»Local Logical Unit (LLU)

»MODE (LU 6.2 Only)

PMODE List (LU 6.2 Only)

»Transaction Program Name--TPN (LU 6.2 Only)
»Transaction Program Name List (LU 6.2 Only)
»Remote Transaction Program Name--RTPN (LU 6.2 Only)
»Remote Transaction Program Name List (LU 6.2 Only)
»Attachment

»Control Point

»Data Tink

\_ Y,

Figure 29. Customizing SNA Services. The main menu of the SNA Configurator. Posi-
tion the cursor on any field you don’t understand, then press F12 to get help.

The Attachment-, Control Point- and Data Link Profiles refer to the physical unit
-{PU) and how it attaches to the network. The Local LU Profile contains informa-
tion about the local logical unit (LU) on the IBM RT and the Connection Profile
contains information about the LU on the remote system. This information is

used when communication is established.

Each of these profiles will be linked to the Attachment Profile, so that they know

through which physical unit (adapter) on the IBM RT to establish the con-
nection. See Figure 30 on page 48. '
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Figure 30. Relationship between SNA Services Profiles. This figure describes the
relationship between the Local LU Profile, the Connection Profile and the
Attachment Profile.

The following paragraphs describe each of the profiles that need to be custom-
ized. Not all parameters will be described in this chapter. Numerous samples
of customizing parameters for various types of connections are listed in the
appendixes of this publication. A full discussion of all the profiles is included in
the IBM RT SNA Services Guide and Reference publication.

Physical Link Profile
This profile defines how the IBM RT physically attaches to the network. It cor-
responds loosely to the definition of the physical layer in the SNA seven-layer
structure. Selecting Data Link from the main menu will bring you a menu of
Logical- and Physical Link Profiles. A Physical link could, for example, be a
Token-Ring physical link using the IBM RT Token-Ring Adapter or an RS232C
physical link using the IBM RT Multiprotocol Adapter.

Data Link Device Name in this profile must match the data link name in the
AIX/RT device configuration. For example, tr11c6 for the Token-Ring data link
via the Token-Ring Adapter and sd1c11c@ for the SNA/SDLC data link via the
IBM RT Multiprotocol Adapter. In these profiles you also specify if you will be
connected to a switched or non-switched line.

You need one Physical Link Profile for every data link (tr11c0, trilcl, ethllco,
sd1c11cO, etc.) you use. You may have more than one Physical Link Profile for
a data link but only one can be active at a time for a given data link. If you
attempt to use a Physical Link Profile for a data link while that data link is
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already in use, your request is rejected with the message code (-727) and/or
the message: “Link is already active”.

In most cases, the Physical Link Profiles supplied with SNA Services are ade-
quate. Use them if you can or copy suitable ones and modify them to match
your setup.

Logical Link Profile
This profile defines the characteristics of the protocol used to communicate
between the systems. It corresponds to the definition of the data link layer of
the SNA seven-layer structure. Selecting Data Link from the main menu will
bring you to a menu of Logical- and Physical Link Profiles. The SDLC logical
link could, for example, be used if the physical link type is R§232C, Smart
Modem or X.21. The Token-Ring logical link can be used if the physical link
type is Token-Ring.

In the Logical Link Profile you specify if the station type is to be secondary,
primary or negotiable. If the IBM RT is to be secondary, then the Local Sec-
ondary Station Address must be specified. If the IBM RT is to be primary, then
a Remote Secondary Station Address must be specified in the Attachment
Profile.

In most cases, and certainly for Token-Ring and Ethernet, the Logical Link Pro-
files supplied with SNA Services are adequate. If you can use them as they
are, do so. If not, pick the ones that match your requirements closest, copy and
modify them to suit your setup.

You’ll need one Logical Link Profile for every link type you use: TDEFAULT for
Token-Ring, EDEFAULT for Ethernet, etc.

Control Point Profile
The Control Point Profile identifies the'physical unit (PU) associated with the
IBM RT to the network. The *XID Node ID" field is relevant on dial-up
{switched), X.25 and Token-Ring connections. If connected to another system
via a leased (non-switched) line, the XID (Exchange Identification) is not being
used. When SNA Services is used between two or more IBM RTs only, the XID
is ignored. The XID value is a hexadecimal ID exchanged with the remote
system when connection is established in order to avoid unauthorized access to
the system. The XID is also used to exchange and negotiate the link level pro-
tocol parameters such as maximum i-field length, link transmit window, etc.
The XID field is made up of two fields, concatenated together:

* XID block humber
* XID iD number.
The XID block number makes up the first three hex digits of the parameter and

defines the product type. For connections to VTAM on S/370 this corresponds
to the IDBLK operand in the VTAM PU Macro.

Some system types have fixed XID block numbers. You must customize SNA

Services to those XID block numbers to talk to such systems. A list of known
XID block numbers follows: '
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617 PC 3270 Emulation Program Version 3
050 APPC/PC

056 IBM AS/400

050 Operating System/2

05E Workstation Program

061  Personal Communications/3270

The XID ID number (the last five hexadecimal digits) identifies the specific piece'
of equipment from all other similar ones on the network. For connections to
VTAM this corresponds to the IDNUM operand in the VTAM PU macro.

Attachment Profile

This profile pulls together the information in the above three profiles to define
the way the IBM RT is attached to the network. SNA Services uses this profile
to open an attachment through the communications adapter to the network. For
an SDLC link the station type entered in this profile is secondary, primary or
negotiable. If primary is entered you must also insert the Remote Secondary
Station Address. This is used to address a specific attachment on a line, and
each attachment on a multipoint line must have a unique station address.

In a point-to-point environment the station address is normally set to X'C1’.
X'C1” equals decimal 193, which should be entered in the profile.

For Ethernet and Token-Ring this profile must specify a call type of CALL or
LISTEN. Select CALL to indicate that the local station initiates a connection by
calling another station. Select LISTEN to indicate that the local station does not
initiate a connection but waits for a remote station to take the initiative. CALL
corresponds to negotiable, LISTEN to secondary. Select AUTOLISTEN to indi-
cate that a new “LISTEN attachment” should be started when the current
“LISTEN” is satisfied.

Connection Profile

50

The Connection Profile describes the characteristics of a connection to a
remote LU. It contains information relevant to the path control, transmission
control, data flow control and presentation services layers of SNA. Together
with the Local LU Profile, it is used to start a session between the local and the
remote LU. Several things are specified in this profile. For example:

¢ The remote LU name

« The Mode List Profile name is referenced to make a link between the Con-
nection- and the Mode Profiles

= Session concurrency is specified as single or parallel

« The Remote Transaction Program List name is referenced to make sure
which Remote TPN Profiles are valid for the connection.

Figure 31 on page 51 illustrates how the Connection Profile relates to the other
SNA Services Profiles.
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Connection Profile

Y

Y \ Y

Local LU RTPN List Mode List Attachment
Profile Profile Profile Profile
RTPN Mode
Profile Profile
\ \
RTPN Mode
Name Name

Figure 31. Relationship between the SNA Services Profiles. This figure illustrates how
the Connection Profile relates to other profiles.

Transaction Program Profiles
LU 6.2 communication is based upon two programs exchanging information
across a communications link. Normally, one program is started directly or
indirectly by a user; this program initiates a conversation with a program at a
remote system and, as one might expect, is usually referred to as the initiating
program, or the invoking transaction program.

The program on the remote system is usually referred to as a remote trans-
action program or an invoked transaction program. The initiating program uses
an SNA mechanism called ATTACH to let the remote system know what remote
transaction program to schedule. An IBM RT program must pass the name of
the remote transaction program to the snalloc subroutine or corresponding
system call.

The fact that one transaction is required on each side is reflected in the SNA
Services Profiles. There is one profile set for the local transaction programs
that can be scheduled from remote sites, and one set for programs that the
local system can schedule at remote systems. Each consists of one or more
transaction program name lists (or TPN Lists) pointing to transaction program
profiles (or TPN Profiles) each describing one transaction program.

Local Transaction Program Profiles: The Local TPN List Profile points to one or
more Local TPN Profiles and is itself pointed to from the Local LU Profile. The
Local TPs are those programs that the local system will allow remote systems
to schedule when using the LU name corresponding to the Local LU Profile
pointing at the Local TPN List.

Observe that the name passed from the remote system when scheduling
(attaching) a transaction program on your local system must match what you

IBM RT SNA Services 51



Mode Profiles

Local LU Profile

specify in ton_name. The name can be entered in character or hexadecimal
format when creating the Local TPN Profile. This name serves as a reference
to whichever name your executable program happens to have.

Remote Transaction Program Profiles: The Remote TPN List Profile is pointed
to from the Connection Profile and tells SNA Services what remote transaction
programs may be scheduled at remote systems via a particular connection
{and, hence, remote LU). The list points to one or more Remote TPN Profiles
which are used to check the validity of allocation requests issued from your
local system to a remote system.

The profiles describing the modes that can be used to establish sessions
between local and remote LUs consist of the Mode List Profiles and the Mode
Profiles. The first is a list pointing to one or more of the latter.

Linked from the Connection Profile(s), the Mode Profiles describe the modes
that are valid for the remote LU described in the Connection Profile(s).
Remember, that a specific session is identified by the two LUs involved and the
mode name they share. Consequently, several sessions may exist between two
nodes if different mode names are used for each. Similarly, the same mode
name may be used to establish sessions between one local LU and several
remote LUs at the same time.

Not surprisingly, the Local LU Profile contains parameters that describe the
characteristics of the local LU. The profile assigns a name to the local LU
which may be used to establish LU-LU sessions with several remote LUs at any
point in time. One LU-LU session may carry several LU 6.2 conversations.

For LU 6.2 connections you must specify the name of a Local TPN List Profile
that points to Local TPN Profile(s). Only transaction programs pointed to from
the Local LU Profile in this way may be scheduled from remote systems.
Figure 32 on page 53 illustrates how the Local LU Profile and the local trans-
action profiles are related.

52 AIX Communications Handbook



Local LU
Profile

y Pointer is Local TPN List Profile Name

TPN List
Name

Pointer is Local TPN Profile Name

TPN '
Profile

y Pointer is TPN Name, Character or Hex.

TPN Name

Figure 32. Relationship between the SNA Services Profiles

SNA Services Profile Hints

Configuring SNA Services is very simple and straightforward if your system has
only one single SNA connection to the surrounding world. When you start con-
figuring your system for multiple connections, though, things get more complex,
often to the point where you end up with a set of profiles where nothing works;
not even the things that used to work!

Very often, the reason for the problems is a lack of overview and a tendency to
define more profiles than are actually required. It pays to spend a few
moments away from the keyboard and do some planning ahead.

In Figure 33 on page 54 we have provided an overview of the SNA Services
Profiles and the way they interact. We recommend that you make a similar
drawing for your system before you start changing the profiles. Draw large
boxes and insert names of profiles as you work through them manually.

You’ll notice that four of the boxes in the figure are marked with the letters A
through D. The following sections will address the special considerations that
apply when customizing the marked profiles.

Before we do so, let’s re-emphasize that SNA Services knows all the profiles, of
course, but that the only profiles you can specify on the AlIX start command are
the attachment and the connection profiles. All other profiles are linked to one
of these two profiles and the two are linked together.

Application programs know only connection profiles so the existence of attach-

ment profiles is of no importance to them, as we shall discuss further in
“Session Type” on page 56 below.
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Figure 33. Overview of all SNA Services Profiles

Also, notice that the figure has three connection profiles. The leftmost one
defines an LU 2 connection and looks different from the other two because it
points neither to a Mode List Profile nor to a Remote TPN List.
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Mode List Profile

As you’ll see, Figure 33 has only one Mode List Profile (marked with A). This
list may point to one or more modes, but the list is shared by all LU 6.2 Con-
nection Profiles. We suggest that you customize your system the same way.

The obvious advantage is that you have only one named set of modes to main-
tain across all LU 6.2 connections. Since an LU 6.2 connection is uniquely
defined by the two LUs involved and the mode name they share, it is perfectly
possible to have connections going to several nodes using one single mode
name. Furthermore, this leads to all machines in the network using a common
and limited set of mode names.

Mode names must be known by both partners for a session to be established
so for every mode name you define for a given Connection Profile, the same
mode name must be defined on the remote system described by the Con-
nection Profile. So why define more than one? Actually, you probably
shouldnt, except when the remote system does not support parallel sessions
and you need more than one conversation active at a time between the two
systems.

If the remote system supports paralle!l sessions, you may have more than one
conversation active at the same time over a given LU-mode name pair, using
parallel sessions. Normally, you should configure SNA Services to use parallel
sessions for all LU 6.2 connections. Don’t forget to define the maximum
number of simultaneous sessions in the Mode Profile.

Control Point Profile
When two connections share a communication link, they might as well share
the Control Point Profile and the profiles pointed to from lattergml. the Logical-
and Physical Link Profiles. As you will see from Figure 33, our example uses
only one Control Point Profile (Note B). Often you need only one, since SNA
Services appears as a PU 2.1 and can handle LU 1, 2, 3 and 6.2 through the
same profile.

Sometimes, you do need more than one Control Point Profile; for example,
when you want to talk to remote nodes with different XIDs or different network
names. Thus, more than one Control Point Profile will often be required if you
need to connect to more than one remote host, but you should try to keep the
number of Control Point Profiles at a minimum.

If you have more than one Control Point Profile pointing to the same physical
adapter through one or more Physical Link Profiles, you can’t start attachments
for more than one of those at any one time. If you try, your request is rejected
with the error code (-727) and/or the message: “Link is already active”.

Logical Unit Profiles
As seen from the SNA network, your LU 6.2 connections need have only one
single logical unit name. It does not matter if the same LU name is used on
different communication links. Figure 33 (Note C) points out the fact that the
Logical LU Profile for LU 6.2 (as opposed to the Logical LU Profile for LU 2) is
pointed to by Connection Profiles for different communication links.
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The sharing of one single Local LU Profile, again, can lead to drastic simplifi-
cation of the total network configuration since every system is identified by one,
and only one, unique logical unit name. This concept is often referred to as

“CP=LU".

In Figure 33 you’ll see that the Connection Profiles for LU 6.2 point to four other
profiles:

* Attachment Profiles

¢ Mode List Profiles

e Logical Unit Profiles

+« Remote Transaction Program List Profiles.

Since the two Connection Profiles point at different Attachment Profiles and, in
turn, different Physical- and Logical Link Profiles, one can assume that the two
connections use different communication links.

The two LU 6.2 Connection Profiles also point at different Remote TPN List Pro-
files. This probably means that not only do the connections use different com-
munication links; they also go to nodes with different capabilities since they do
not provide identical remote transaction programs.

To put it another way:

» Don’t use identical copies of remote transaction program lists under dif-
ferent names. Only if there must be a difference should you use more than
one remote transaction program list.

« Don’t use multiple Attachment Profiles if the information they contain is
identical or could be made identical.

Local TPN List Profile

Session Type

In Figure 33 (Note D) you’ll see that there’s only one Local TPN List. This
would ideally be the case even if you had more than one Local LU Profile.

There’s one legitimate reason for making more than one list of local transaction
programs: that you want certain remote nodes to access only a limited set of
the programs that can service incoming allocates. If such restriction is not nec-
essary, use only one local transaction program list.

Even when such restrictions do apply, they are more feasibly implemented
through the remote transaction program lists on the remote nodes. Having only
one list of local transaction programs keeps things simple for you.

By nature, LU 6.2 invites you to define the session type as negotiable. It’s not
easy to see, but for LAN connections this means that in the Attachment Profile
you should specify the CALL option rather than the LISTEN option.

By specifying the CALL option you gain an additional benefit. Normally, you’d
need to start the attachment for each of the connections you want to start. If
you have, say, three Connection Profiles pointing to three different Attachment
Profiles, and if the Attachment Profiles all use the same combination of Control
Point Profile and Physical/Logical Link Profiles, then any of the Attachment Pro-
files will service all of the connections.
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An application program usually starts by opening a specific connection. If the

necessary control point and Logical/Physical Link Profiles are aiready active,

then the attachment pointed to from the Connection Profile is not started. In
fact, attempts to start it will be rejected by SNA Services because another
Attachment Profile with identical pointers is already active and can be used.

Hence, by using the CALL option in the Attachment Profile, by sharing the LU
name over all connections, by using only one mode list (and possibly only a

single mode name) and by sharing control point and Logical/Physical Link Pro-
files, you can make your SNA Services Profiles simple and manageable.

Verifying SNA Services Profiles
When you have customized your SNA Services Profiles, do select the verify
option of snaconfig. Be aware that the profiles as supplied with AIX/RT Version
2.2.1 contain an error which will prevent an error-free verification. You can
ignore this error, but any change you make should verify correctly.

Enabling Communication

Once all the profiles have been defined communication can be enabled. This
involves activating the communications link from both the local and the remote
system. To enable communication on the IBM RT, use the following procedure:

1.

Login as root

. Type start sna to start SNA Services
. Type start /attachment/attachment_name to start your attachment

2
3
4.
5

Dial the number of the host if you are using a dial-up telephone line

. If you are using a modem, watch the modem lights. The Receive and

Transmit lights should flicker for an instant; then they should show a
regular polling signal from the other system, echoed by the IBM RT.

Type status -1 sna. This should show that the attachment has become
active. For other than LU 6.2 connections it will also show that the con-
nection for the attachment has become active. To start the connection with
commands is normally not necessary using LU 6.2 communication, as the
transaction program should activate the connection if it is inactive. If you
want to start the connection manually, do so with the command:

start /connection/connection_name

Several Connection Profiles can be started using the same Attachment
Profile. This is important to notice if you want several connections from an
RT to another machine using only one attachment. For example if you want
both LU 1/2/3 and LU 6.2 communication at the same time using only one
attachment.

Note: These commands can be included in the /etc/rc.include file for auto-
matic activation of the attachment when the machine is switched on. If Distrib-
uted Services is installed, the file /etc/rc.ds will have been configured to start
SNA Services and at least one attachment.

Alternatively, the profiles may be activated from the snacontrol menu system.
To activate the profiles this way, use the following procedure:
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1. Login as root

2. Type snacontrol. This will bring up a full-screen panel where SNA, the
attachments and the connections can be activated or deactivated, tested or
interrogated.

The snacontrol facility includes some other functions:

» Display of the error log. This facility will invoke the errpt command and
display the error log in the system. The error log is located in the directory
Jusr/adm/ras. Only the errors associated with SNA Services will be dis-
played.

* Sorting the display of attachments and connections. This makes the screen
easier to read. You can sort the list according to status, so that all the
active attachments and connections are listed at the top.

 Display status information on.attachments and connections.

* Trace facility. The snatrace can be activated from the command line or
from the snacontrol menu-system. The trace can give detailed information
about the attachments. A command line example:

snatrace -b -1 attachment_name

This will begin (“-b”) a trace and give a long (“-1”) trace listing. To end the
trace:

snatrace -e attachment_name

The output from the trace is located in Jetc/] ux/attachment_name. This file
is not in text format and must be formatted with the trcrpt command. For
example:

trerpt /etc/lux/attachment_name

This will format the trace output and display it on the screen.

Reference Publications for This Chapter
IBM RT SNA Services is described in:

IBM RT SNA Services Guide and Reference, SC23-2009

Other relevant publications are:

Systems Network Architecture, Transaction Programmer’'s Reference
Manual For LU Type 6.2, SC30-3084

Systems Network Architecture, Architecture Logic For LU Type 6.2,
SC30-3269

An Introduction to Advanced Program-to-Program Communication (APPC), .
GG24-1584
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Distributed Services

Distributed Services (DS) is a licensed program that provides directory-, file-
and resource sharing across networks of AIX systems. DS is currently avail-
able only under AIX/RT. DS has been announced for AlIX PS/2 and IBM has

announced its intentions to provide DS also under AIX/370.

Overview

AIX/RT Distributed Services Version 1.2.1 is the current version of DS. It is an
automatic update from Version 1.2. Like earlier versions of DS it uses the SNA
LU 6.2 protocol to provide its services. Though not officially supported on X.25
connections, AIX/RT Distributed Services Version 1.2.1 will indeed run across ali
of the communications links supported by SNA Services.

The announced, but not yet available, AIX/RT Distributed Services Version 1.3
will use the Internet Protocol (IP) rather than LU 6.2. DS as announced for AlX
PS/2 also uses IP. Observe that because of this change of protocol, DS Version
1.3 does not talk to earlier versions of DS.

DS architecture allows a participating system to act as client and/or server. A
server allows other systems to access its files, and a client uses the files of
other systems. AIX/RT Distributed Services Version 1.3 will provide compat-
ibility with Distributed Services of AlX PS/2 and AIX/370 and may be used either
independently or in combination with the AIX/RT Network File System.

AIX Distributed Services is a comprehensive file-sharing system with superior
facilities compared to most other systems in the marketplace. The highlights of
Distributed Services are:

* Remote mount at directory or file level

» Distributed file and record locking to help preserve data integrity
* Inherited mounts

* High level of security

* Runs over Token-Ring, Ethernet and SDLC

¢« Remote print services

e Backup and restore across the network

* Application Programming Interface with Inter Process Communication mes-
sages over the network.

* Facilities for Single System Image (SSI)
« Application program server (code server) to simplify DS network adminis-
tration and conserve disk space.

The publication, Managing the AlX Operating System, describes how to install,
customize and use Distributed Services in detail in the chapter “Managing Dis-
tributed Services”. You will not see the same information repeated here, but
you will be provided with hints and shortcuts.
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This chapter is a supplement to the "Managing Distributed Services” chapter
and not a replacement. Its purpose is to add information that can assist you in
selecting the options of Distributed Services that are of use to you and to help
you customize DS. '

Through the remainder of this chapter, we’ll assume you have installed the Dis-
tributed Services diskettes using the installp command and that you‘ve applied
all updates that may be available by using the updatep command of AIX. Don’t
neglect the latter; you’ll regret it long after. It is very important that all hosts in
your network are at the same software level.

Hardware and Software Prerequisites
You must have one or more of the following communications adapters and the
supporting software installed in each IBM RT running Distributed Services.

IBM RT Token-Ring Adapter and device driver

IBM RT Baseband Adapter (Ethernet) and device driver
IBM RT Multiprotocol Adapter (SDLC) and device driver
IBM RT IBM PC X.25 Communications Adapter and x25c.

For two IBM RTs to cooperate in a server/client relationship, both systems must
have at least one communications facility in common as DS does not provide a
gateway function in the LU 6.2 implementation.

Distributed Services Configuration Options

Distributed Services can be configured in a variety of ways, depending on your
requirements. You’ll have to decide how you want to use Distributed Services
before you start the process of configuring it. Be aware, though, that a few
restrictions apply:

¢ IPC semaphores and shared memory are not supported between remote
systems.

* You can not share files across the bounderies of different Distributed Ser-
vices networks (no gateway support).

Your Distributed Services Network can host a combination of the following con-
figuration types:

¢ Full-function server/client system .
e Single System Image (SSI)

» Code server

* Remote print server

¢ Remote backup and restore

* Node Table server.

Full-Function Server/Client System
If you customize all systems in the network for full-function server/client
service, you can use all the functionality of Distributed Services:

e Transparent access to remote files and directories

» Local execution of remote applications and processes
* Centralized administration

* Queue sharing

¢ Data protection through SNA security mechanisms.
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Single System Image :
Single System Image (SSl) is a simplified version of the full-function

Code Server

A full-function Distributed Services Network requires that you answer questions
like:

Which systems will be included in the Distributed Services network?

Which systems will have access to which other systems in the network?
Network access is defined by entries in a network Node Table.

Which user can access files and applications on which other system in the
network? User access is defined by entries in a User/Group Table.

Which, if any, applications will be designed to communicate across the
network using interprocess communication? This information is defined in
the interprocess communications table.

Which files and applications will be made available to which users and
groups in the distributed network? Control over which files and applications
that can be accessed is maintained locally and determined by standard AIX
facilities.

server/client configuration. SSI removes much of the hassle of setting up the
profiles to ensure that access is restricted between machines. It will also take
away some of the flexibility to configure cross-system access. Of course, this is
because the whole idea of a Single System Image system is that everybody can
access everything from any machine, subject to the standard AIX authentication
mechanism. With an SSI system:

Users can log on from any terminal on any system in the network
Users still have to provide correct passwords when logging in

File access is subject to standard AlX authentication mechanisms
Users see the same file system structure no matter where they log in
You have a system that’s easy to install and maintain.

The concept of a code server was developed to allow common programs to be
installed on only one of the systems in a network. You can select one or a
combination of the following two types of code server functions:

Active code server

Clients using an active code server run the programs they need by
mounting the program libraries from the code server and loading the
programs into its own memory across the network.

Passive code server

Clients using a passive code server do so by installing its own copies of
programs from a prepared copy on the passive code server. Executing
the programs once installation is completed is done from the local file
system.
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Remote Print Servers
There are two ways of defining remote printers in AIX:

Distributed Services remote printers

If you do not need to provide remote print services across network
boundaries and if you do not use TCP/IP for other purposes, Distributed
Services remote print services is the way to go. If you do use TCP/IP
and want to do remote print from machines that are not using Distributed
Services, or if your print server is on one network but some of the users
of remote print on another, then go for TCP/IP remote print services. In
an SSI configuration, the use of Distributed Services remote print servers
require (see “The AIX Queueing System” on page 73) that you do not
share the fetc/qconfig file.

TCP/IP remote printers

The advantage of the TCP/IP remote print services is that printers can be
shared across network boundaries. For details about customizing TCP/IP
remote print servers, see “Transmission Control Protocol/Internet Pro-
tocol (TCP/IP)” on page 1665.

Remote Backup and Restore
This will make it possible for you to use a tape streamer connected to one node
from another node.

Node Table Server
For large DS networks, a separate Node Table on each system is difficult to
maintain. A Node Table server will help you to distribute changes in your con-
figuration.

Remote Mounts

The principal use of Distributed Services is for mounting of remote files and
directories over local files or directories. Usually, the local directories are
empty directories, so-called directory stubs so that the mounting provides a
logical extension of the local file system. However, nothing prevents mounts
over local directories that already hold data.

To allow users access to local directories even when remote directories have
been mounted over them, AIX/RT Distributed Services Version 1.2.1 automat-
ically mounts all local file systems twice as seen in the simplified picture of an
IBM RT file system in Figure 34 on page 63. Every branch of the local file
system “tree” can be reached from the root directory and from the directory
/native.
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Figure 34. Simplified Local File System

Now consider a directory /u on a Distributed Services file server as shown in
Figure 35. If we mount this directory over the local /u directory, we get the
resulting file system appearance as shown in Figure 36.

L]

| /dieter | ‘ /chris I [/marcus l

Figure 35. Part of Server File System
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Figure 36. Resulting View of Local File System

As you’ll see, the directory on the file server, including all its subdirectories
and files, have replaced the local /u directory as seen from the root directory.
However, the local /u directory can still be accessed through the path
/native/u.
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Establishing Connection
When a Distributed Services mount command is issued to mount a remote file
or directory, AIX uses the Node Table to transiate the node nickname into a
node ID. The node ID shares its name with a Connection Profile in SNA Ser-
vices. Whenever the ndtable command is used to define a participating node,
~ the corresponding Connection Profile is automatically added to the SNA Ser-
vices profiles?.

Distributed Services uses the Connection Profile for the remote node to start
the attachment pointed to from the connection profile. Again, the Attachment
Profile for a remote DS node is added automatically when the node is defined
with the ndfable command and is named after the node ID of the remote node.

SNA Services establishes a connection using the named local profiles and the
specifications in predefined Connection- and Attachment Profiles at the remote
system. Figure 37 shows how DS uses the Node Table information to find the
correct local profiles for Token-Ring.

In order for SNA Services to establish a DS connection, there must be a CALL
node and a LISTEN node. On each system providing Distributed Services
server functions, attachments for the supported network types must be started;
usually this is done from the file /etc/rc.ds, which is executed at boot time. For
an Ethernet connection the attachment name is EDEFAULT, for Token-Ring it’s
KDEFAULT (when the corresponding adapters are configured as the primary
adapters of their kind).

KDEFAULT and EDEFAULT are defined as LISTEN nodes and wait for incoming calis
from the network. The profiles also use the AUTOLISTEN option, meaning that
there’s always a derived copy of the attachment in starting status. For
example, when EDEFAULT is in use, a new attachment is generated internally and
gets the name EDEFAULT1. EDEFAULTL is the new attachment that’ll be listening
for request from the network.

Applying the Mount Request
Once the connection is established it remains active. DS is using the con-
nection and session hetween the two nodes to apply the mount request.

This is done by changing the vnode (virtual inode) of the directory or file you
mount over, so it no longer points to a local inode, but points to the remote file
or directory. Of course, DS checks for authorization to do the mount and the
existence of the directories or files on both systems and reports an error back if
the mount can’t be accomplished.

When the vnode substitution is in effect (that is, while the mount is active) Dis-
tributed Services will redirect all request for access to the local “mounted over”
directory or file across the network to the remote mounted directory or file.

8 Observe that the node ID is directly tied to the host’s cpu. If the machine’s processor is changed, ndtable
should be run. It will automatically update the SNA Services profiles with the new node ID. All you need is to
press enter at the first screen displayed by ndtable; then exit. No changes need be keyed in by the user.
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CMD: mount -n -sysl fu/jan/stuff /mnt

NDTABLE: sysl 10911AA2 —
SNA CONNECT: Connect profile >> 10911AA2 ¢———
PROFILE Attach profile >> 10911AA2 ——
SNA ATTACH: Attach profile =>> 10911AA2 ¢—
PROFILE Log 1ink profile>> TDEFAULT

Phy link profile>> TDEFAULT ——

tokentp ¢—m——
trllco <

Figure 37. Resolving Mount Request

Customizing Distributed Services

No matter how you want to use Distributed Services, you must go through the
basic install and customizing steps described in Managing the AlX Operating
System:

1.

If the communication adapter(s) you want to use are not already installed
and configured, install adapters and use the diagnostics diskettes to check
for memory, interrupt level and DMA assignment conflicts. Change the
adapter settings to avoid conflicts, if required, and write down what the set-
tings are for use later.

If the adapters are not already defined to your host, use the devices
command to add the devices to the configuration.

. If your adapter has not previously been used for SNA, you need to add a

data link for each adapter you want to use for DS.

Modify the file /etc/rc.ds so that the attachments corresponding to the
installed adapters are started. DS assumes EDEFAULT, so if you are not
using Ethernet through a primary Ethernet adapter, you must comment the
lines for EDEFAULT out.

In case you already have SNA Services active (even if active for an adapter
not used by DS), before continuing with the customization, stop SNA Ser-
vices and keep it stopped while you configure Distributed Services. To stop
DS and SNA Services, use the following commands:

shutdown -df
stop sna
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6. Do a basic customization of the systems on the network, using the informa-
tion in the section “Configure a Basic Distributed Services System” in the
publication Managing the AlX Operating System.

7. If you want to run Distributed Services over X.25 connections, refer to “Dis-
tributed Services over X.25” on page 319 for details about customizing SNA
Services for such environment.

8. When you’ve finished the customization, start SNA Services and Distributed
Services by typing:

sh Jfetc/rc.ds

Since you will need information about the remote systems when customizing
Distributed Services, it may be advantageous to have TCP/IP running so you
can log in to the remote systems rather than walking around or calling people
to ask questions they may not know how to answer. Also, since the programs
you need to customize Distributed Services all have a user interface based
upon AlX Usability Services, the keyboard overlay for Usability Services may
come in handy.

Customizing for Basic Distributed Services
Two tables are necessary for the operation of Distributed Services, the Node
Table and the User/Group Table which are maintained by the commands
ndtable and ugtable, respectively.

Managing the AlX Operating System gives detailed instructions on how to
create and maintain the two tables. We shall spare you yet another description.
We shall not refrain from adding a few comments that we hope you’ll find
useful.

Node Table
With DS Version 1.2, when you customized Distributed Services for a Token-
Ring connection, you would find an entry in the Node Table of every machine
saying the data link type was Ethernet. You could safely ignore this line. It
was inserted automatically when installing Distributed Services, but was not
used if you didn’t use Ethernet. With DS Version 1.2.1 this line no longer
appears.

Node Tables without nicknames are like programs without comments. Even in
small networks, you’ll soon find yourself doing teinet into the remote systems to
sort out which node ID corresponds to which machine. So, do use nicknames
for all nodes in the network; preferably the hostname of the machines to keep
things simple.

User/Group Tables
Before you jump head-on into the mysteries of the User/Group Table and
ugtable, work out on a piece of paper what it is you want. Proper planning can
save you some big headaches later on. The important thing is to establish a
system that allows you to adjust the tables for new users as these are (inevi-
tably) added to the systems in your network, and to do so with the least pos-
sible work, not to mention the fewest possible errors.

If your intention is to provide one or a few data servers, you can keep things

relatively simple. It may be worth it to consider this possibility rather than
adding disk to all machines as the disk space requirement grows.
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Depending on your environment, you may want to forget about users and do all
tables based upon groups. This would be feasible if your users work in groups
that share all information. To accommodate new groups (where names are
unimportant) you could start out by predefining, say, 20 extra (identical) groups
on each system in the network. Adding users then means no extra work if you
keep the users’ login directories on each system’s local disk.

Be aware, that as users are usually added to the systems in random sequence,
there may be total anarchy in the allocation of numeric user IDs to user login
names. |[f this turns out to be a major problem, do consider Single System
Image, where the system maintains unique relations between numeric and
alphabetic user IDs.

After you’ve made your plan, run ugtable on two systems, then start Distributed
Services and work with remote mounts to check out if you’ve overlooked any-
thing. You’d like to check:

1. That users have write access to their own data on remote machines no
matter what numeric user ID they have.

2. That no user has unauthorized access to other users’ data.
3. That nobody can run as supefuser without logging in as such.

4. That access based upon group name rather than numeric group ID works as
intended.

If it works, include another system and, again, check. To do the checking, you’ll
need to log in to each system using more than one login name on each. Make
sure that you do not oversimplify, that is, run the checks from systems where
there is no unique relation between numeric and alphabetic user IDs. Only
after you have tested your plan on three systems should you take the final step
and propagate it to all participating systems.

Deciding How to Mount
Between you and us, mounting is fun. For end users it should be transparent.
So, don’t expect (or allow) your end users to do other than authorized mounts.
In practice, this means that no end user should ever have to use the mount
command with the -n option. You may even want to change the attributes,
owner and group of the mount command so only members of the system group
can run the command.

You may select from a number of possible options to do the mounts automat-
ically at system start-up time. The primary choice is whether you want to use
one of the shell-script-based procedures that’ll keep trying to mount if the
desired mounts are not active. Check the comprehensive explanation of your
options in Managing the AIX Operating System before you decide.

Usually, a simple approach is quite adequate. You base the mount upon
stanzas in /etc/filesystems where you group remote mounts by logical use
under descriptive names. You may or may not want to specify mount = true; the
important thing is the grouping and the meaningful names of the groups. Then
make a few simple shell scripts and tell the users to run them if they see prob-
lems with shared files. Consider the script in Figure 38:
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wall Hey, everybody. Remount is due in 20 seconds
wall Please wait

sleep 20

‘pwd® > /native/$HOME/current.path

cd /

unmount -t engineer

mount -t engineer

cd < /native/$HOME/current.path

wall Okay, go ahead...

Figure 38. Sample Shell Script for Mount

Name the shell script engineer and make it executable with root authority. Then
tell the users to type engineer if they encounter problems with the remote files.
The shell script may not be very friendly in a multiuser environment but it’s
adequate when each systém has only one user at a time. Notice that the script
changes to the root directory while doing unmount and mount. Here’s why:

The root directory is the only safe place to be over mounts, since the user may
be positioned in a local directory that is now mounted over. Because of (pre-
sumably) the cacheing of disk, the user will continue to work in the local direc-
tory even though a mount over that directory has taken place. Switching to the
root directory while doing mounts is good practice.

Customizing for Single System Image
The section “Creating a Single-System Image” in Managing the AlX Operating
System tells you (almost) all you need to know when configuring your systems
for Single System Image. There are a few ccmments, though:

/etc/rc.SSI

The above mentioned chapter says that the shell script that is run at
system boot is /etc/rc.DS. The correct name is fetc/rc.SSI.

/usr/adm/ds .msg

The file /usr/adm/ds.msg is created as a log file and the system will save
up to seven old generations under the same filename but with a suffix of
.n, where n is a digit from 1 through 7.

DS-SSSI.README

Print and read the file DS-SSSI.README before you start the customizing of
Single System Image. This file provides the latest updates and will give
you the latest and most correct explanation of files and procedures you
need to install SSI.

adminserver

Select one of the systems to be the administrative system. Don‘t forget
that to follow the customizing procedure the, /tmp directory must have at
least 300 blocks available. Copy the file containing the single system
image sample files to /tmp. All required files are contained in
Jusr/1pp/ds/samples/SSI.backup, which is an archive file in backup format.

Now you only need to follow the instructions in the DS-SSSI.README file.
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usr/adm/user.cfile

The file usr/adm/user.cfile is used when you add a new user to create a
standard user directory. The "udir" parameter in this file defines the
default $HOME directory for new users. Change this parameter to: udir
Ju/node/, where node is the nickname of the administrative system. If you
have changed any of the other default values, such as the default login
shell, change those values in this file also.

/etc/qgconfig

As you may want to exercise a little more control over the print servers
than the standard installation procedure provides, move the file
/tmp/SS1/etc/qconfig to /tmp/SSI/etc/qconfig.sav. Then copy the original
/etc/qconfig file to /tmp/SSI/etc/qconfig. Finally, choose between the
two possible ways of doing remote print and update the file /etc/qconfig
to reflect it:

TCP/IP print server

To use TCP/IP print servers, and provided you haven’t installed
this service already, install TCP/IP on all systems and change
/tmp/SSI/etc/qconfig rather than fetc/qconfig.

Distributed Services print server

To use Distributed Services print server functions, you’ll have to
ensure that the file /etc/qconfig is not mounted. To do so, remove
the file name from the two shell scripts /etc/remounts.1ist and
[etc/server.files. Remove the /tmp/SSI/etc/qconfig file as it is
not needed. Do not erase the original /etc/qconfig file.

Customizing a Code Server
This is the most complicated configuration, but it is also the best documented
one. You’ll need little advice after having read through the relevant sections of
Managing the AlX Operating System, but you might find the following helpful.

Active Code Service

A client using an active code server connects to the server at system
startup and is dependent on the server for executing programs that are
installed on the server only.

At system start a client executes the chngstate command.

The client uses remote mounts to mount several directories from the server
over the corresponding directories on the client, for example:

Jusr/bin

Jusr/1ib

Jusr/1pp

Jusr/include

Jusr/man

Jusr/pub

A client may only connect to one code server at a time as it mounts
program directories.

If a primary code server is unavailable, the client may connect to an alter-
nate code server.
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e Each machine in the code server environment must have a base of software
installed locally (VRM, AlX Base Operating System, SNA Services, DS and
VRM Device Drivers).

* Complete copies of other licensed software may optionally be installed on
the client to be executed from the local disk.?

¢ In a default environment each client has the same software installed, is
connected to the same server and is “served” the same software.

Program Subsets _ ,
* Some licensed software can readily be used from a server in a DS environ-
ment by simple remote mounts, for example X-Windows. For such pro-
ducts, a full code server environment is unnecessary.

* Some licensed software cannot be used through simple remote mounts -
because they use:

— Code in /etc (but /etc should not be remotely mounted)
— Kernel device drivers (TCP/IP, Network File System, em78)

Licensed programs with such special requirements provide program
subsets, which are comprised of:

— Code that needs to be resident on each client
— An install script for the subset (for example fusr/1pp/nfs/1iblpp.cp.a).

* In an active code service environment all licensed programs that include a
program subset must be served from the server.
Planning for Active Code Service
* Refer to Installing and Customlzmg the AlX Operating System, Chapter 1.
* On the server, /tmp should be 35000 blocks.

* On the client, space must be allocated for program subsets. Information
may be found in Installing and Customizing the AlX Operating System and
also in the /README file.

Customizing Active Code Server
Follow the steps in Managing the AlX Operatmg System:

1. Install VRM, the Basic Operating System, DS and VRM Device Drivers
(remember to change the size of /tmp and /dmp).

2. Backup VRM.
3. Configure with devices, ndtable and ugtable.
4. Edit /etc/rc - uncomment chngstate command
5. Backup the installed operating system.
installing additional licensed software on the server:

1. Create directories (minidisks): /usr/1pp.install and /usr/1pp.update.

9 A client in a code server environment cannot run local software without a series of remounts of native files
(that is, the default environment is one where all code is “served”).
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2. Increase ulimit to allow for large files to be copied across the network.
Change ulimit to 50000 or more.

3. Use installp -b
e The “-b” flag runs the bffcreate command.

» bffcreate creates a backup format program file and program subset file
(stored in fusr/1pp.install).

* [nstall from the program copy in fusr/1pp.install
4. Use updatep -b
5. Run setrdperm

Note: The bffcreate command stores a backup format image of the software in
Jusr/1pp.install. The setrdperm command runs chmod o +r on files for code
service clients.

Customizing First Active Service Client _
Follow steps in Managing the AlX Operating System:
1. Install VRM.
2. Install AIX from tape created when setting up server.
3. Run ndtable. »
4. Install any licensed software that will be used in stand-alone mode.
¢ Remote mount of fusr/Ipp.install
¢ Use installp -d, from mounted directory.
5. Update any licensed software that will be used in stand-alone mode.
6. Run ugtable for root, bin, sys, adm, etc.
7. Edit fetc/codeserver/attach to define primary and alternate code servers to
the client.
Customizing Other Clients
Follow steps in Managing the AlX Operating System:
1. Backup a complete image of the first client.
2. Install VRM.

3. Install AIX from tape created in first set. Install any licensed software that
will be used in stand-alone mode.

4. Run ndtable to update the SNA Services profiles for the processor you
installed the tape on. If you don’t, Distributed Services will fail to run prop-
erlys.

5. Update any licensed software that will be used in stand-alone mode.
6. Run ugtable for root, bin, sys, adm, etc.

7. Edit fetc/codeserver/attach to define primary and alternate code server to
the client.

Re-boot all machines to start the code server environment.

Distributed Services 71



Starting a Client

chngstate: The chngstate command is issued from the /etc/rc script on a code
server client when the client is started. Depending on a number of factors
chngstate will ultimately run either fetc/rc.actvsrve to attach the client to the
server in active service mode, or /etc/rc.standalone to bring up the client in
stand-alone mode.

The first task of chngstate involves the validation and the subsequent proc-
essing of a file named /etc/codeserve/serverattach. This file specifies whether
a system should be brought up in active-service mode and, if so, which server
the client should attach to and how it should recover if that server is unavail-
able.

Once an active service client has successfully attached to a server it invokes
the chkcomp command.

chkcomp checks for client and server compatibility before attempting to attach
to the code server. If a program subset has not been installed on a client, then
chkcomp will record its absence in a file /etc/codeserver/cs.compat. Also, if
there are incompatibilities between the levels of the base software (in terms of
the levels of installed software or updates), or if any software is installed on the
client for standalone operation, then these will also be flagged in cs.compat.
Finally, if the server of a program subset on a client is different from that of the
program on the server, then this information will also be flagged.

After chkcomp has created the cs.compat file it passes control back to
chngstate. If the incompatibilities between the server and client can be fixed by
the system (and if the administrator has defined the “upgrade mode” of the
client to be “automatic”), then chngstate will invoke either the instalic or the
updatec commands. These internal commands load program copies from the
server’s fusr/1pp.install or fusr/1pp.update directories.

It is important to note that the first time a client attaches to a server, a large
cs.compat file, flagging all the software requiring program subsets to be
installed on the client, will be created. If the upgrade mode is automatic, then
the system will proceed to install each subset on the client.

serverattach: One of the configuration steps for an active service client
involves the uncommenting of the /etc/codeserve/serverattach file stanzas and
identification of the stanzas with the appropriate DS servers. The other param-
eters are:

state which may be set to “active” or “stand-alone”.

mode that may be set to either “auto” or “manual”. If “auto” is selected,
then the client {through chngstate) will try to make its program com-
patible with the server automatically.

time is the total time that the client will attempt to attach to the server. If
the client cannot attach to the server during this period, then
cnhgstate will process the next stanza.

interval is the amount of time that the clients waits between attempts to
attach to the server.
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letc/rc.actvsrvc: The final task of chngstate, when invoked from /etc/rc, is to
run the /etc/rc.actvsrvc script.

This script uses the following mount command: mount -t codeserve. The system
searches the client’s /etc/filesystems file for stanzas with “type = codeserve”
and then remotely mounts the corresponding filesystem from the server. The
/etc/filesystems file that is shipped with AlX already contains a number of
stanzas of type “codeserve”. The administrator may comment out or add addi-
tional stanzas as appropriate.

If an administrator wishes to remount any of the client’s native directories, then
these should be specified in this shell script - for instance, if there is code that
he wishes to make available only on a client, and not on its server.

Passive Code Service
* Makes use of “program copy files” in fusr/1pp.install, created by bffcreate
or installp -b.

¢ Simply mount appropriate server directory at client:
mount -n m135 Jusr/ipp.install Jusr/lpp.install
¢ Then use “-d” flag on installp or updatep:
installp -d /usr/ipp.install/program
Final Remarks on Code Service
* Code service and SSI may coexist, but if either service is not available then
the other service would not be affected. The most logical combination

would involve a code server that was also an adminserver for the SSI.
Some code service function may be provided through SSI.

¢ The Network 3270-PLUS and Network RJE-PLUS programs can’t be used in
a code server environment as they write into their directories during exe-
cution (you can use remounts on a client, however). :

* VS Pascal, VS Fortran and CADAM cannot be used in a code server envi-
ronment.

. For WHIP and Usability Services, refer to the /README file.

The AIX Queueing System

When the AIX print command is executed, it places a request for print jobs in a
temporary file named /fusr/1pd/qdir. This file contains control information for
the print request (for example, time, date, user and node). If the print command
is presented with a file containing a list of files (for example when such a list is
piped to “print”) to be processed by the printer backend, then the gdeamon will
set up a temporary file in /usr/spool/qdaemon where the list is held until it can
be processed by the backend. In this latter case, the file in /usr/1pd/qdir con-
tains a reference to a temporary file holding the list in fusr/spool/qdaemon. '

The qdaemon {once it has been notified of an addition to its queues) starts a
backend process (at an appropriate time) to perform the actual “print” function.
The backend prints the files listed in /usr/spool/qdaemon according to the infor-
mation in fusr/1pd/qdir.
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The /etc/qconfig file is used by both print and qdaemon. It describes the con-
figuration of available queues and devices. Remote queueing is enabled
through the appropriate customization of the fetc/qconfig files in a DS environ-
ment. The /etc/qconfig file is (obviously) an ASCII file, and therefore it would
be inefficient for the system to frequently read such a file. For this reason, its
information is held in a binary file named /etc/qconfig.bin. If the gconfig file is
altered, the the print command will recognize the changes but only after you
execute print -rr command to notify the gdaemon.

For more information see the section “Using Distributed Services to Provide
Remote Queues” in Managing the AIX Operating System.

Distributed Services Remote Printers .
Remote printers are easy to configure in a Distributed Services network, but
they have two disadvantages:

1. They can not be reached through a gateway between two networks because
Distributed Services (or, SNA Services, rather) does not support gateways.

A solution is to connect all shared printers to the gateway machine where
they can be reached from both networks. Of course, this only helps if you
have only one gateway.

2. You can not have an SSI configuration in which /etc/qconfig is shared
between the systems. That’s because the printer server will not accept the
remote printer definition in its /etc/qconfig file.

You can still use DS remote printers in a SSI configuration if you decide to
have a /etc/qconfig files on each node.

To install a remote printer, add the following queue stanza in /etc/qconfig on
all remote nodes:

rlp:
argname = -rl
node = nodename
rargname = p3812

nodename should be substituted with the printer server’s real nodename. The
word p3812 must correspond to the argname stanza on the printer server that
invokes a printer queue. In this example, there should be an entry like this in
/etc/qconfig on the server:

1cl:
argname = p3812
device = dlcl

in which dlcl defines a printer. You can use any name for the argname, as long
as the rargname corresponds.

When you have edited the fetc/qconfig file, issue the command print -rr to
apply the updates. To print from a remote machine, use the print command like
this:

print -rl filename
Notice that the -r1 flag must match the entry in /fetc/qconfig, so if you put rf in

[etc/qconfig, you must use rl in the print command. If you put -rf in
/etc/qeconfig, you must also use -rf in the print command.
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Remote Backup and Restore
The section “Using Distributed Services to Provide Remote Queues” in Man-
aging the AlIX Operating System describes how to add and use the remote
backup facility. You only have to add a couple of stanzas in the remote and in
the local system as described in “Defining Backup and Restore Queues”. The
print command is used for remote backup and restore but with a slightly dif-
ferent syntax.

Dynamic Node Table

One Node Table can be used as the source of Node Table entries for other
nodes in a Distributed Services Network.

* The node holding the common Node Table is called the Node Table server
and has the Master distributed network Node Table.

 The Node Table server must be configured with dynamic node table .

* The Node Table server contains all information required to establish node-
to-node communication between client nodes except the BIND password
clients need to communicate with secured nodes.

Other nodes in the network can mount the server Node Table and thereby gain
access to all nodes listed in the server Node Table.

* The Client distributed network Node Table is defined as a static Node
Table.

* The client Node Table contains an entry for the client and an entry for the
server.

* If the server is a secure node, the client must define the BIND password for
the server.

* Passwords for communicating with other nodes are defined using the
pwtable command.

All options available for defining a static Node Table are valid for the dynamic
Node Table.
Additional options availabie are:

* Prototype Connection Profile used to construct the Connection Profiles. Can
use the system default or user-specified profiles.

* Prototype Physical Link Profile used to construct the physical link profiles.
Can use the system default or user-specified profiles.

» CommandiSelection Sequence used for either:

— X.21 Selection Sequence. A series of up to 255 ASCII characters that
determine the destination of information on the network.

— Smart Modem Command Sequence. Up to 79 ASCIl characters that
control the modem’s call establishment and data transfer options.
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Distributed Services Commands

The following is a summary of commands related to DS:

bffcreate

chkcomp

chngstate

dsipc

dsldxprof

dsstate

dsxlate

installc

ipctable

ndtable

pwtable

Creates a program copy file from the specified distribution medium.
Both installp -b and updatep -b use bffcreate to create program copy
files. The command is part of the base AIX system but is normally
used with DS.

Checks compatibility between a code server and an active code
service client.

Controls the attachment of a client to a server and, depending upon
how the code service attribute file is customized, can perform most
program installations or updates required to achieve compatibility
between the server and the client.

Used to install Distributed Services IPC key mappings into the
kernel.

Loads translate information from a flat file into the User/Group
Translate Tables. dsldxprof -d deletes the pfsuidgid profile and then
recreates it without any entries. This option is handled before the -f
option if both exist.

Alters the state of the Distributed Services kernel logic by
allowing/blocking inbound/outbound requests and starting the Dis-
tributed Services kernel processes.

This command is intended for use by the system itself and, possibly,
by the system administrator. The primary use of this command is
internal to the system. It is called from the Distributed Services con-
figuration operator interface to update the kernel when menus have
been used to update the DS profiles, and it will usually be included
in /etc/rc to load the kernel at startup time.

dsxlate is used to install Distributed Services User/Group Translate
Tables into the kernel. The translate information is stored in profiles
managed by profile services.

Installs complete programs and program subsets on a code service
client.

This command is intended for use by the system administrator to set
up or change the IPC table entries.

This command is intended for use by the system administrator to set
up or change the Node Table entries.

Used to define bind passwords (if needed) for connections between
the client and other {non-server) systems on the network. This
command will create the network node security table.

setrdperm When running on the server, this command scans all files contained

ugtable
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in the directories listed in /etc/codeserve/csomdlist for proper per-
mission settings.

This command is intended for use by the system administrator to set
up and change the User/Group Table entries.



updatcc  Updates complete programs and program subsets on an active code

service client.

writesrv  The writesrv program, which is run from /fetc/rc.include at system

start, provides the remote write capabilities. For more information,
see write and writesrv in AiX Operating System Commands Refer-
ence.

Security

Under certain circumstances, some or all systems in a network may require an
additional level of security. Additional security is provided through SNA Ser-
vices, which allows you to restrict access to a particular node and its profile
tables through the use of a DES-encrypted password.

Node security for nodes defined in static Node Tables is established by
selecting the secure option while defining the Node Table or by modifying a
previously defined static nodetable. After it has been defined, this password is
required to access profile tables and must be supplied by any system that com-
municates with the secured node.

There are two steps to accomplish this:

1.

The node to be secured runs the SNA utility commopw and specifies a 30-
to 80-character password (can be a phrase with blanks). This password will
subsequently be needed to access the commopw program as well as any of
the profile tables on that node. This password, or security key generated
from it, must then be defined on every system it communicates with.

. The Node Table on each system that is to communicate with the secured

node must include the secured node’s password. This is accomplished
through the ndtable utility by specifying the secure option in the security
field associated with the secured node. Once the password is defined in
the Node Table, the system can exchange files and programs with the
secured node.

Problem Detection

Run Diagnostics!

If TCP/IP is installed, you can use the ping command to verify that the
network hardware works properly.

Use Token-Ring diagnostics if appropriate (“Appendix C” in Managing the
AlX Operating System).

Check error logs on both systems for link, SNA or DS messages.
Check that correct device drivers are installed.

Check the levels of AIX, SNA and DS software on both machines, including
the levels of the updates and PTFs (Program Temporary Fixes) applied.
updatep -A shows the currently applied updates.

Check device definitions of hardware and data links.
Check jumper settings on cards.

Use SNA Services utility commands such as status, linktest and snatrace.
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* Use the AlX tracing facility for DS.

Note: You can edit the fetc/trcprofile file in order to select specific DS events
to trace. Tracing is enabled through the trace command and disabled through
the trcstop command. The trcrpt command formats and displays the contents
of the log file created by trace. Examples of how to trace DS events are given
in Managing the AlX Operating System.

Tuning

There are, unfortunately, no hard and fast rules for tuning Distributed Services,
but you will find a section at the end of the Distributed Services chapter in Man-
aging the AlX Operating System. Also, Appendix |, “AIX/RT Performance
Tuning” on page 535 contains information about tuning your AIX/RT system.
Finally, for every new release of AIX, check the /README file where hints about
tuning and other helpful information is passed from the development laborato-
ries. The following parameters are candidates for changes when you tune a
Distributed Services network:

* In /fetc/master

— kbuffers
— kprocs

« Device buffers defined in devices

— nobodr
— norbosr
— nobibp

* The dsstate options.in /etc/rc.ds

— «cs prevents cacheing of files that the local client reads from a server
— -ss prevents cacheing of files on remote clients when using files on the
local server

¢ Large or “busy” networks need special care. In /etc/master you may want
to consider the following additional changes:

— dsnkprocs
— nncb

— maxnode
— filetab

— inodetab
— callouts

These parameters affect the size of the /UNIX kernel. You might need to
increase the paging-space. Consult the /README file for the latest available
information.

SNA Services Profiles
Distributed Services does a sync on open files every 60 seconds. This is no
problem on modestly loaded systems but may impose significant extra load on
busy networks. The sync is done by cron, and you may want to either change
the interval or disable it, if your network is heavily loaded.
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If you do so, you may want to change some values in the SNA Services profiles
to prevent the connection from timing out. You will want to change the value
“Stop connection on inactivity” to NO in the Connection Profile.

If you keep the value “Stop connection on inactivity” at YES in the Connection
Profile, you would want to change the “Inactivity timeout value” in the Token-
Ring Logical Link Profile to a value above the sync interval. Default is 48
seconds; change it to 64 seconds.

If your network has significant load, you should also increase “Response
time-out” to 10 seconds and “Acknowledgement time-out” to 5 seconds. Both
values can be found in the Logical Link Profile for Token-Ring. You may use
other values, but the default values can easily become too small.

Application Programs
Distributed Services is transparent to application programs. They can access
remote files just as if the files were local. Performance will normally not be
significantly impacted when remote files are used, but in some cases, applica-
tions may handle file I/O in a way that is not very well suited for remote access.

If, for example, an application reads a large file in very small chunks, the over-
head of the remote access can become excessive. VS Fortran, for example,
can often generate code that reads data 4 or 8 bytes at a time. While imprac-
tical for remote files, it can render the application useless when used on
remote files. Recompiling with Fortran 77 can often remove most of the over-
head.

Also, applications should never use getattr or locking when not strictly required.
Both functions can have significant impact on overall performance.

You should be aware, that whenever an application opens a remote file in write
mode, cacheing on all client hosts is suspended. Obviously, an application
should never open a file in write mode unless it intends to write. However,
many applications violate this rule and get away with it when used on local
files. When you use the same applications on remote files, and simultaneously
from several hosts, you see significant performance degradation.

It is very important, that when you plan to use a standard application (a data
base program, for example) with Distributed Services, you test it in a realistic
environment before you decide. You may see superior performance with one
server and one client. Adding just a few client hosts and testing the network
with realistic loads may or may not tell a very different story. The important
thing is to know before you invest time and money. The test may tell you to
pick another solution or product while you can. If you wait for actual production
to start and then see unsatisfactory performance, it may be too late to do some-
thing about it.

Fortunally, DS normally performs very well, so don’t panic. All we want to say

is, that large program packages you cannot modify yourself, should be tested in
a realistic environment before you decide to use them with DS.
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Reference Publications for This Chapter
Distributed Services and the DS commands are described in:

Managing the AlX Operating System, SC23-2008
Installing and Customizing the AlX Operating System, SC23-2013
AIX Operating System Commands Reference, SBOF-1814
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APPC/LU 6.2 Communication

This chapter describes a set of APPC sample programs. The first section
describes the programs and the following sections contain practical experi-
ences running the sample programs.

APPC Sample Application

To demonstrate and allow readers of this publication to try program-to-program
communication (APPC) via SNA LU 6.2, we’ve provided sample programs for
various environments. The sample programs allow simple file transfers from
an IBM RT to or from remote hosts, using whichever physical and logical con-
nections are available for SNA LU 6.2 communications.

The sample APPC application is always initiated from the IBM RT by executing
the program snaftp, an acronym for SNA File Transfer Program. snaftp will
schedule a remote transaction program on the remote host. The default name
of the remote transaction program depends on the type of remote system.

Similarly, the snaftp program assumes default Connection Profile names
depending on the remote host. The default remote transaction program names
and corresponding Connection Profile names on the local IBM RT are shown in
Figure 39, but may be changed by the user from the command line when exe-
cuting snaftp.

Type of Default name of remote Default name of local
remote host transaction program Connection Profile
AS/400 AS400RT AS40062

AIX/RT RTRT RTRT

VM VMRT VM62

MVS MVSRT MVS62

IBM PC-DOS DOSRT D0S62

IBM 0S/2 0S2RT 0s262

Figure 39. Default Names Used by the snaftp Program

The program snaftp and the remote transaction programs send and receive two
distinct message formats:

1. Control messages
2. Data messages.

All messages are variable length, arbitrarily restricted to a maximum of 4k
bytes, but programs should be designed to make it simple to change this size.
The IBM RT program does so by defining the constant N_BYTES.

Whenever data is transferred in text format, the IBM RT snaftp program con-
verts it to or from the representation used by the remote system. For IBM
AS/400 and IBM System/370 this format is EBCDIC. For other systems it is
ASCIl. When control messages contain character codes, these codes are trans-
lated after the same rules.
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Length and count fields are stored in $/370 binary format with the most sigriif-
icani bit in the highorder bit of the 4-byte fields except when talking to Oper-
ating System/2 and Disk Operating System machines; then the standard Intel
format is used.

Message Formats

Control messages

Control Message Format
CMT | FT RF STAT| PIL i RL BS LM MSG
1 1 1 1 4 4 4 4 4 Variable
byte byte byte byte bytes{ bytes| bytes| bytes| bytes| length
Field Description
CMT Control Message Type. The CMT-field can have the following values:

8 Request message. Requests that the remote system prepares to
receive and store a file sent from the IBM RT. This message type
is always sent by the IBM RT.

R Request message. Requests that the remote system sends a file
to be received by the IBM RT. This message type is always sent
by the IBM RT.

M Message type message. Sends status information from one
system to the other according to the field STAT. This message
type can be sent by both sides.

FT File type. This field is only used for message types S and R. The FT
field can have the following values:

T The file to be transferred is in text format.

B The file to be transferred is in binary (untranslated) format.

RF File format. This field is only used for message type S. The RF field
can have the following values:

V  The file to be transferred must be stored on the remote system in
variable record length format.

F The file to be transferred must be stored in fixed record length
format at the remote host.

STAT  Status. This field is used only for message type M. The S field can
have the following values:

O The capital “O” is used by either party to acknowledge the suc-
cessful receipt and storing of a file and to acknowledge the receipt
of a control message.

E Used by either party to tell the partner that an unexpected condi-
tion occurred.

PIL Pad Information Length. The PIL field shows the padding added by the

IBM RT. Padding of a file may be done by the IBM RT in the process of
converting the IBM RT file format to the file format of the remote host.
Padding should never be done by the remote host. Remote hosts
should supply a zero in this field.
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Data Messages

I

RL

BS

LM

MSG

Info Length. The IL field gives the the total length of the file including
padding. This information must be provided by the sender of the file.
If the IBM RT sends the file, the length will be the file length as it
should be stored at the remote system. If the remote system is the
sender, the initial control message from snaftp does not contain the file
size, but the remote system must supply the file size in its acknowl-
edgement message.

Maximum/Variable Record Length. The RL field gives the maximum (in
case of variable length records) or fixed logical record length. The
remote host should obey the requested logical record length or return
an error message if not possible. If the remote system is the sender,
the initial control message from snaftp does not contain the record
length. If the remote system is an IBM AS/400, it must return the
record length in its acknowledgement message.

Block size. The BS field is ignored when the IBM RT receives files.
When the IBM RT sends files, this field gives the requested block size
to be used by the remote system when the file is stored. The
requested block size must be obeyed by the remote host or an error
message returned.

Length of Message. The LM field has the length of the file name
{message types S and R) or the length of any message returned in the
field MSG. The field must always be filled in and must have the value
zero if no message text or file name is provided.

Message. For messages of types S and R this field specifies the file
name of the file on the remote system. For messages of type M the
field supplies any error message text to be displayed (or otherwise dis-
posed of} by the receiver of the message.

Data messages contain one or more field pairs, each consisting of a 4-byte
length field and a variable length data field:

Data Message Format
LD DATA
4 Variable length
bytes
Field Description
LD Length of Data. Each LD field gives the Iength of the foliowing data
field. The field will hold the length of the data field even when fixed
length records are transferred. Senders must ensure that lengths of
data fields do not exceed the RL field and that they fit into the trans-
mission block size (N_BYTES). If the remote system is an IBM
AS/400, the data messages do not include the length field.
DATA Data. The D field contains the data and has a length as specified in

the preceeding LD field.
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Logical Flow

Sending a File From the IBM RT

Figure 40 shows the logical flow of messages between the two systems
involved in the file transfer of a file from the local (initiating) system to the
remote system.

Local IBM RT Remote host
Request 'S! >
<+————Message 'OK'
Data
Data
Message 'OK!
Deallocate

% v

A

v

Figure 40. Sending a File to Remote System, Logical Flow

The flow is as follows: ‘

1. The initial request contains all information the remote system needs to
create the file, including file size, record format, record length and, of
course, file name.

2. The remote host answers that it is ready for the file transfer.
1 3. The initiating host sends as many data blocks as required.

4. The remote host acknowledges that the file has been received and stored at
disk.

5. The initiating host deallocates the conversation.
If, for some reason, the remote host is unable to receive and store the file, it

should return an error message. If the file name sent to the remote system is
invalid, for example, the flow would be as illustrated in Figure 41.

Local IBM RT Remote host
Request 'S!' >
< Message 'ERROR!
Deallocate —>

Figure 41. Remote System Detects an Error, Logical Flow

The flow is as follows:

1. The initial request contains all information the remote system needs to
create the file, including file size, record format, record length and, of
course, file name.

2. The remote host checks that the file name is valid (by trying to open the
file, for example) and determines that the file name is invalid. As a result
an error message is returned.

3. The initiating host notifies the user and deallocates the conversation.
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Receiving a File on the IBM RT
Figure 42 shows the logical flow of messages between the two systems
involved in the file transfer of a file from the remote system to the local (initi-
ating) system.

Local IBM RT Remote host
- Request 'R! >
4+——  Message '0K'
Message '0OK’

Data

Data
——— Message '0K'’
Deallocate

v

A4

vy

Figure 42. Receiving a Fi!e From Remote System, Logical Flow

The flow is as follows:

1. The initial request contains all information the remote system needs to
identify the file requested.

2. The remote host answers that it is ready for the file transfer and supplies
"~ the total file size and logical record length of the file.

3. The initiating host acknowledges the receipt of file size and logical record
length.

4. The remote host sends as many data blocks as required.

5. The local (initiating) host acknowledges that the file has been received and
stored at disk.

6. The initiating host deallocates the conversation.

Multiple Requests for File Transfer
Figure 43 shows the logical flow of two requests handled without deallocating
the conversation. The example shows (first) a transfer from the local (initiating)
system to the remote system, then (second) a file transfer in the reverse direc-
tion.

Local IBM RT Remote host
Request 'S!' —>
“ Message '0OK!
Data
Data
4+——————Message '0K'
Request 'R'
Message '0OK'
Message '0OK'
Data
Data
Message '0K'
Deallocate

veY

v

A

v

1\ A

vy

Figure 43. Multiple File Transfer Requests, Logical Flow
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Notice that the deallocate is now replaced by another control message, namely
the request to transfer another file. The design of the communications flow
allows this to happen, but the current snaftp program does not impiement it.
Remote transaction programs should be prepared to handle multiple requests.

Hence, the remote transaction program must try to read another control
message when a file transfer is completed. If another control message is
received, the program should process it and then go back to check for further
control messages. When the remote transaction program detects that while it
is waiting for another control message, a deallocate has been issued by the ini-
tiating system, it should consider this a normal condition and terminate orderly.

Provided Remote Transaction Programs
With the current release of this publication, remote transaction programs are
provided for the following remote systems:

1. IBM AS/400
2. Operating System/2
3. AIX/RT

Command Line Options
The program snaftp has the command line options listed in Figure 44. The
options will be displayed by snaftp if you specify snaftp -h or snaftp -

-a : ASCII/EBCDIC and cr-1f conversion must be done

-h : This help text

-v : Variable record length file transfer

-c name : Connection profile name

-f name : tocal file name

-r : Receive a file from remote host. Can not be used together with -s
-s ¢ Send a file to remote host. Can not be used together with -r
-t name : Remote transactlon program name

-V "remote_file_name" : Remote system is VM;

-T "remote f11e_name : Remote system is TSO;

-4 "remote_file_name" : Remote system is AS/400;

-A "remote_file_name" : Remote system is AIX;

-D "remote_file_name" : Remote system is DOS;

-0 "remote_file_name" : Remote system is 0S5/2;

-b ten : Physical blocks1ze at remote host

-1 len : Logical record length (max variable length) at remote host

Figure 44. Command Line Options of the snaftp Program

The quotes around the remote file name are not strictly required for remote
systems whose file naming standards do not allow blanks to be included in file
names. See the second example below.

To transfer the AIX kernel from your local IBM RT to another IBM RT you can
use the command:

snaftp -f fusr/sys/unix.std -s -A"/tmp/unix.bak"

Provided the connection is already active, the file transfer of an AlX kernel of
almost a megabyte between IBM RTs and on Token-Ring takes about six
seconds. This is close to a 50% utilization of a 4 Megabit Token-Ring consid-
ering that the time includes disk input/output and non-data traffic on the net.

To transfer a C Language source file from your local IBM RT to an OS/2
machine you could use a command as the following:
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snaftp -f fu/chris/sample.c -sa -0 c:\c2\src\sample.c

This will transfer the C source file fu/chris/sample.c from the IBM RT and store
it on the 0OS/2 machine as c:\c2\src\sample.c. Because of the “-a” option the
text file format is converted from AIX to OS/2 format. You can send the file
back to the IBM RT and compare the two:

snaftp -f /tmp/sample.c -ra -0"c:\c2\src\sample.c"

diff fu/chris/sample.c /tmp/sample.c
Hopefully the files are identical. Finally, here is an example of how you can
send a text file to an IBM AS/400:

snaftp -f Ju/fribert/sna.prof -sa -4"rtcomslib/snaprof®

A Word of Caution

APPC Differences

Unfortunately, time has not allowed us to provide remote transaction programs

" for all the environments we’d have liked to cover. Similarly, time has not

allowed the programs to be fully tested, let alone extended to do proper han-
dling of every conceivable error condition. Occasionally, the programs may
crash, especially if your input is wrong or when abnormal conditions arise.
You’ll have to live with that, or you must extend the programs.

You should not assume that we did everything right in the sample programs but
if you are a newcomer to APPC programming, the sample programs should
give you a good grasp of it. Don’t be scared off by the complexity of the pro-
grams. They look complicated, but not because they handle SNA communi-
cations. The large majority of code lines are concerned with the other aspects
of the application.

Apart from learning what it’s like to do APPC programming on an IBM RT, the
sample programs give you a good opportunity to compare different environ-
ments. If you compare the IBM RT program rtrt.c to the OS/2 program
0S2RT.C, you’ll notice that the latter must take special actions when it wants to
change the conversation state. In the IBM RT environment the applications pro-
grammer does not normally have to consider this.

There are advantages and disadvantages to this |BM RT way of doing things.
However, when you make programs that talk LU 6.2 between IBM RTs it’s gen-
erally an advantage.

APPC, Tested Environments

The following section will describe the customizing procedures for IBM RT com-
munications using the sample LU 6.2 application snaftp. The described environ-
ments include the following:

e IBM RT to IBM RT communication via Token-Ring

¢ IBM RT to IBM RT communication via X.25

¢ |IBM RT to IBM AS/400 communication via Token-Ring

* IBM RT to IBM AS/400 communication via SNA/SDLC line
e IBM RT to OS/2 communication via Token-Ring

* IBM RT to 0S/2 communication via SNA/SDLC line.
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For information on how to customize for X.25 communications, see “X.25
Communications” on page 308.

IBM RT to IBM RT Communication

Customizing IBM

To establish an LU 6.2 connection between two IBM RTs, the two systems must
be customized. The following describes which steps are necessary in estab-
lishing the LU 6.2 connection and making the sample programs for file transfer
work in this environment. The sample programs for the IBM RTs are listed in
Appendix B, “LU 6.2 Sample Programs” on page 327.

1. A communications adapter must be installed in the IBM RTs, and device
descriptions for the adapter and for the data link must be added to the
systems using the devices command.

2. SNA Services must be configured on the IBM RTs.

3. A file transfer program must be written for the IBM RT. You need an initi-
ating program (the program that initiates the file transfer) and a remote
transaction program on the other IBM RT. In the sample programs the initi-
ating program is called snaftp and the remote transaction program is called
RTRT.

4. The physical connection between the systems must be established.
5. The attachment and connection must be activated.
The sample programs have been tested between two IBM RTs via Token-Ring

and X.25 connections. They will run on an SNA/SDLC link if the SNA Services
profiles are set up for this.

RT SNA Services

Detailed listings of the SNA Services Profiles used to run the sample programs
are shown in “Token-Ring Connection, RT PC - RT PC (LU 6.2)” on page 395.

Token-Ring LU 6.2 Connection

An overview of profile names is given in Figure 45 on page 89.
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PROFILE TYPE:

PROFILE NAME

DEFAULT PROFILE

(RT - RT)
Connection Profile RTRT CDEFAULT
Local Logical LU
Profile Name RTPC62 LDEFAULT
Mode List Name RTPCM MDEFAULT
Mode Profile Name RTM MDEFAULT
Mode Name RT
Local tpn List Name RTLOCALLIST TDEFAULT
Local tpn Profile Name  RTLOCAL TDEFAULT
Local tpn Name RTRT tpn
Remote tpn List Name RTRTREMOTELIST RDEFAULT
Remote tpn Profile Name RTRTREMOTE RDEFAULT
Remote tpn Name RTRT rtpn
Attachment Profile TRRTA TDEFAULT
Control Point Profile RTRTCP CDEFAULT
Control Point Name RTRTCP
Data Link Profiles:
Logical Link Type TDEFAULT TDEFAULT
Physical Link Type TDEFAULT TDEFAULT

Figure 45. SNA Services Profiles for RT-RT LU 6.2 Communication on Token-Ring. This
figure gives a view of the profiles and the profile names used in the sample
program setup for the Token-Ring LU 6.2 connection.

The two.IBM RT LU names used in this setup are RTPC62B and RTPC62C.

The following is a brief description of the major changes required to the default
profiles in order to make the sample programs work. To change a default
profile, copy it, give it a new name and then change it. For further information
on customizing SNA Services refer to the IBM RT SNA Services Guide and Ref-
erence and “IBM RT SNA Services” on page 41.

« Data link profiles: Both the Physical- and Logical Link Profiles can be left
as default for this setup.

Control Point Profile: For the Token-Ring connection, an “XID Node ID” can
be entered. In the sample setup we leave it at the default value,
X'05C00000", but we could insert any value in the RTRTCP profile since SNA
Services doesn’t use this value for LU 6.2 communication between two IBM
RTs. It can be quite convenient that the value is ignored this way since that
allows you to have simuitaneous connections from your local IBM RT to
some other system type and to another IBM RT, even when the other
system requires a special XID node ID.

Attachment Profile: Two important parameters in this profile that must be
set are call type and access routing. The call type determines whether
PLU-SLU (primary/secondary logical unit) will be negotiated or is fixed.

— If you select a call type of “CALL" and access routing as “LINK
ADDRESS” the field Remote Link Address Token-Ring must be filled in
with the remote machine’s adapter address. This can be the Token-
Ring adapter burned-in address or a Token-Ring local administered
address (LAA). On the IBM RT, an LAA can be configured with the
devices command.
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— If you specify a call type of “CALL” and access routing as “LINK NAME”
the fieid Remote Link Name Token-Ring must be filled in with the '
remote machine’s node ID.

— For a call type of “LISTEN” you don’t need to identify the remote
machine.

if you select a call type of “LISTEN” you must start the attachment before
you can process incoming allocates or execute an initiating transaction
program. For a call type of “CALL” you must start the attachment before
you can process incoming allocates, but you can initiate conversations
directly from transaction programs without starting the attachment first.

* In the sample setup, the remote transaction program name contained in the
Remote TPN Profile is called “RTRT” and is specified on the machine that
initiates the file transfer with the snaftp program (or on both machines, if
they both should be able to initiate a file transfer).

« The local transaction name is specified in the machine that receives a file
transfer request from the other machine. Specify RTRT on both machines, if
both should be able to receive a file transfer request.

An important parameter in the Local TPN Profile is the maximum file Size.
If this is left to default, the largest file size that can be transferred is 51,200
bytes (100 blocks of 512 bytes). SNA Services will not warn you if this limit
is reached so it should be set to the ulimit for the system. Type the
command ulimit on the command line to see the current maximum file size
the system can handle. Default value for ulimit is 8192 blocks.

e The mode name in the sample setup is RT.

¢ The Local Logical Unit Profile is used to describe the local LU by giving the
LU a name and associating this LU with a Local TPN List Profile. In the
sample setup, the two local LU names for the IBM RTs are RTPC62B and
RTPC62C

* The Connection Profile is used to describe the remote LU, by entering its
LU name and associating this remote LU with a Local LU Profile and a
Remote TPN List.

When connecting two IBM RTs via Token-Ring, make sure that the SNA Ser-
vices profiles on the two machines match, for example the local LU on one
machine is the remote LU on the other machine. In the sample setup RTPC62B
for one IBM RT and RTPC62C for the other IBM RT. Customizing the SNA Ser-
vices Profiles for the two IBM RTs are almost identical procedures, so if the first
IBM RT has been customized, you can save the profiles in a file using
snaconfig. Use the snaconfig PRINT option and print the profiles to a file
instead of a printer. Move the file to the other machine (using diskette, TCP/IP,
or whichever method you prefer) and use the snaconfig LOAD option to load the
profiles from the other machine. Then make the necessary changes.

X.25 LU 6.2 Connection
Complete profiles for LU 6.2 connection between two IBM RTs using X.25 are

included in “X.25 Connection, RT PC - RT PC (LU 6.2)” on page 398. Figure 46
on page 91 gives an overview of profile names.
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PROFILE TYPE:

PROFILE NAME

DEFAULT PROFILE

(RT - RT)
Connection Profile RTRT CDEFAULT
Local Logical LU
Profile Name X25L0CAL LDEFAULT
Mode List Name RTPCM MDEFAULT
Mode Profile Name RTM MDEFAULT
Mode Name RT
Local tpn List Name RTRTLOCALLIST TDEFAULT
Local tpn Profile Name  RTRTLOCAL TDEFAULT
Local tpn Name RTRT tpn
Remote tpn List Name RTRTREMOTELIST ROEFAULT
Remote tpn Profile Name RTRTREMOTE RDEFAULT
Remote tpn Name RTRT rtpn
Attachment Profile X25A TOEFAULT
Control Point Profile X25CONT CDEFAULT
Control Point Name RTPC1
Data Link Profiles:
Logical Link Type X25L TOEFAULT
Physical Link Type X25P TDEFAULT

Figure 46. SNA Services Profiles for RT-RT LU 6.2 Communication via X.25. This figure
gives a view of the profiles and the profile names used in the sample
program setup for the X.25 LU 6.2 connection.

The two IBM RT LU names used in this setup are RTPC2 and RTPC1.

The following is a brief description of the major changes required to the default
profiles in order to make the sample programs work. To change a default
profile, copy it, give it a new name and then change it. For further information
on customizing SNA Services refer to the IBM RT SNA Services Guide and Ref-
erence and “IBM RT SNA Services” on page 41.

* Data link profiles: Both the Physical- and Logical Link Profiles had to be
changed. Several options were changed, most noticably the Network User
Address (NUA) for the local host.

+ Control Point Profile: You should be able to use the default Control Point
Profile for X.25 connections.

+ Attachment Profile: You must specify the Network User Address (NUA) for
the remote system, and you must select access routing as “LINK
ADDRESS” if you select a station type of “primary” or “negotiable”.

If you select a station type of “secondary”, you must start the attachment
before you can process incoming allocates or execute an initiating trans-
action program. For a station type of “negotiable” or “primary” you must
start the attachment before you can process incoming allocates, but you
can initiate conversations directly from transaction programs without
starting the attachment first.

* Profiles not mentioned above are identical to those for connection via
Token-Ring.
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IBM RT to AS/400 Communication

To establish an LU 6.2 connection between an IBM RT and an IBM AS/400 you
need to customize both systems. The following describes the steps necessary
to enable the LU 6.2 connection and making the sample programs for file
transfer work in this environment. The sample program (AS400RT) for the IBM
AS/400 is listed in “IBM AS/400 Remote Transaction Program” on page 362.
The sample program for the IBM RT (snaftp) is listed in “IBM RT File Transfer
Program (snaftp)” on page 327. The sample programs have been tested
between the IBM RT and the IBM AS/400 via Token-Ring and SNA/SDLC con-
nections.

The following steps are needed to enable LU 6.2 connections between an IBM
RT and an IBM AS/400: :

1. A communications adapter must be installed in the &rt, and device
descriptions for this communication must be added to the system using the
devices command.

2. SNA Services must be configured on the IBM RT.

3. A communications adapter must be installed in the IBM AS/400, and this
communication must be added into the system using a line description and
a controller description.

4. A file transfer program must be written for the IBM RT. In the sample pro-
grams the initiating program on the IBM RT is called snaftp.

5. A file transfer program (remote transaction program) must be written for the
IBM AS/400. The provided sample program is cailled AS400RT.

6. The physical connection between the systems must be established.

7. The attachment and connection must be activated.

Customizing IBM RT SNA Services :
A detailed listing of the SNA Services profiles parameters used for running the
sample programs against an IBM AS/400 are shown in Appendix C, “LU 6.2
Communication Profiles” on page 381.

Token-Ring LU 6.2 Connection

Figure 47 on page 93 gives a view of the profiles and the profile names used in
the sample program setup for the Token-Ring connections to IBM AS/400.
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PROFILE TYPE: PROFILE NAME DEFAULT PROFILE
(RT - IBM AS/400)

Connection Profile Name AS40062 CDEFAULT

Local Logical LU
Profile Name RTPC62 LDEFAULT

Local Logical LU Name  RTPC62C

Mode List Name RTPCM MDEFAULT
Mode Profile Name RTM MDEFAULT
Mode Name RT

Local tpn List Name TDEFAULT
Local tpn Profile Name TDEFAULT
Local tpn Name tpn
Remote tpn List Name AS400RTLIST  RDEFAULT
Remote tpn Profile Name AS406RT RDEFAULT
Remote tpn Name - AS400RT rtpn
Attachment Profile TRAS4A TDEFAULT
Control Point Profile RTAS400 CDEFAULT
Control Point Name RTAS400

Data Link Profiles:

Logical Link Type TDEFAULT TDEFAULT
Physical Link Type TDEFAULT TDEFAULT

Figure 47. SNA Services Profiles for RT-IBM AS/400 LU 6.2 Communication on Token-
Ring

The required changes to SNA Services default profiles are:

e Data link profiles: Both the Physical- and Logical Link Profiles can be left
as default for this setup.

« Control Point Profile: For the Token-Ring connection, an “XID Node ID”
must be entered. In the sample setup, X“05615177” is used in the RTAS400
Control Point profile (RT to IBM AS/400 connection). On the IBM AS/400
this parameter is in the line description EXCHID field.

e Attachment Profile: Two important parameters in this profile that need to
be set, are CALL type and access routing. The CALL type determines
whether PLU-SLU (primary/secondary logical unit) is to be negotiated or
not. Access routing must be selected as “LINK ADDRESS”, and Remote
Link Address Token-Ring must be filled in with the remote machine’s
adapter address. This can be the Token-Ring adapter burned-in address or
a Token-Ring local administered address (LAA). On the IBM RT, an LAA
can be configured with the devices command.

* In the sample setup, the remote transaction -name in the Remote TPN
Profile is AS400RT.

* In the sample setup, the mode name in the Mode Profile is called RT.

¢ The Local LU Profile defines the the local LU name for the IBM RT as
RTPC62C.

* The Connection Profile is used to describe the remote LU, by entering its
LU name and associating this remote LU with a Local LU Profile and a
Remote Transaction Profile List. In the sample setup, the IBM AS/400
remote LU name is WTSCSL4.
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SNA/SDLC LU 6.2 Connection
Figure 48 gives a view of the profiles and the profile names used in the sample
program setup for the SNA/SDLC connection to IBM AS/400.

PROFILE TYPE: PROFILE NAME DEFAULT PROFILE
(RT - IBM AS/400)

Connection Profile AS40062 CDEFAULT

Local Logical LU

Profile Name RTPC62 LDEFAULT

Local Logical LU Name RTPC62B

Mode List Name RTPCM MDEFAULT

Mode Profile Name RTH MDEFAULT

Mode Name RT

Remote tpn List Name AS400RTLIST  RDEFAULT

Remote tpn Profile Name AS406RT RDEFAULT

Remote tpn Name AS400RT rtpn

Attachment Profile SDLCAS4N SDEFAULT

Control Point Profile RTAS400 CDEFAULT

Control Point Name RTAS400

Data Link Profiles:

Logical Link Type SDLCAS4L SDEFAULT

Physical Link Type SDLCAS4P RDEFAULT

Figure 48. SNA Services Profiles for RT-IBM AS/400 LU 6.2 Communication on
SNA/SDLC Link

The following is a brief description of changes required to the default profiles
for the sample programs. To change a default profile, just copy it, give it a new
name and then change it. For further information on how to customize SNA
Services, refer to IBM RT SNA Services Guide and Reference and “IBM RT SNA
Services” on page 41.

» Data link profiles: Both the Physical- and Logical Link Profiles must be
altered from the default. You must specify if the physical link is via a
switched or a non-switched line and if the station type is to be secondary,
primary or negotiable. In the sample setup, “non-switched” and “negoti-
able” are used.

* Control Point Profile: For a switched line, an “XID Node ID” must be
entered. If you plan to use the same Control Point Profile for a Token-Ring
connection and an SNA/SDLC connection to the IBM AS/400, an “XID node
ID” must be entered since the link to the IBM RT is regarded as a switched
line. In the sample setup, X'05615177’ is used in the RTAS400 profile. On
the IBM AS/400 this parameter is in the Line Description EXCHID field.

* Aftachment Profile: Two important parameters in this profile are station
type and Remote Secondary Station Address. If the IBM RT.is to be
Primary, the Remote Secondary address must be specified. If it is a point-
to-point line, this is normally set to X'C1’. X“C1” equals decimal “193”,
which should be entered into the profile. If there is more than one attach-
ment on the line, each attachment would need a unique address on the line.

* In the sample setup, the remote transaction name in the Remote TPN
Profile is AS400RT.
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In the sample setup, the mode name in the Mode Profile is called RT.

The Connection Profile is used to describe the remote LU and associate it
with a Remote TPN List Profile. In the sample setup, the IBM AS/400
remote LU name is WTSCSL4.

Customizing the IBM AS/400 ‘
This section describes the customizing required on IBM AS/400 for LU 6.2 com-
munications LU 6.2 via Token-Ring and SNA/SDLC. Detailed customization pro-
files for the IBM AS/400 are listed in “AS/400 Network and System
Descriptions” on page 381.

The IBM AS/400 objects used during the tests are:

Network attributes

Mode description: RT

Subsystem description: QCMN

Job description: QGPL/QDFTJOBD

Token-Ring network line description: RTAPPCTRL
SDLC line description: RTAPPCNSL

APPC controller on Token-Ring network: RTAPPCTRC
APPC controller on TSDLC line: RTAPPCNSC.

The Network Attributes used to run the sample programs are included in
“AS/400 Network and System Descriptions” on page 381.

Hints on Matching Parameters
These hints are based on practical experiences but may not be useful in every
installation.

IBM AS/400 is configured as a network node (APPN node type *NETNODE).

IBM AS/400 local control point name must match IBM RT Remote LU
name/CP name in the SNA Connection Profile.

IBM AS/400 local network ID must match the IBM RT network name in the
SNA Connection Profile.

The mode descriptions and names must match those defined in the IBM RT
Mode Profile.

IBM AS/400 remote CP name (RMTCPNAME) must match the IBM RT Local
LU Name specified in the IBM RT SNA Services Local LU profile.

Subsystem description: The QCMN subsystem description is used.

To be able to remotely start a transaction (program) on IBM AS/400 without
specifying the name of the library where the program is stored, there must
be a communication entry in the subsystem either by name or by type
(*APPC) pointing explicitly to a job description (QDFTJOBD in the sample
setup) that contains the name of the library where the remotely started
program resides. The default value (*USRPREF) in the job description
parameter of the communication entry can result in a message: “Program
Start Request Rejected” with reason codes 605,1502 (program not found,
procedure not found).

APPC/LU 6.2 Communication 95



* Line and controller descriptions: A complete listing of the SDLC and Token-
Ring line descriptions and controller descriptions used can be found in
Appendix C, “LU 6.2 Communication Profiles” on page 381.

* If a Network ID other than the one contained in the IBM AS/400 network
attributes is defined on the IBM RT then, the RMTNETID parameter in the
IBM AS/400 controller description must match the IBM RT network name in
the IBM RT SNA Connection Profile.

Sincé IBM AS/400 is defined as APPN capable *YES in the controller
description, the corresponding APPC device description is created by
autoconfiguration after the controller is varied on and becomes ACTIVE and

should

The LU6.2 Application

not be manually configured.

A complete list of the programs and ICF file used in the sample setup can be
found in “IBM AS/400 Remote Transaction Program” on page 362. The pro-
grams include comments that describe each step in detail. The programs and
files used in the sample application are:

CRTRTICFF:

RTICFF:

CL program used to create the RTICFF ICF file and perform an
ADDPGMDEVE every time the ICF file is recreated.

ICF file used to perform READs and WRITEs on the communication
line.

CTLMSG record contains the layout of the control message received
from and sent to the IBM RT.

RECDATA is used to receive and send data records. The largest
record length expected to be sent or received is defined. :
VARLEN(fldlen) DDS keyword is used when sending data to assure
that only the actual record length will be received.

Indicator 30 is turned on when Detach is received from the IBM RT,
which corresponds to the IBM RT SNA Services system call
“snadeal” with the parameter DEAL FLUSH (deal_str structure)
received from the IBM RT.

AS400RT RPG program:

This is the main program and performs the receive and send func-
tions upon reception of a control message from the IBM RT indi-
cating to do so.

ASRTTX CL program:

This program is called by AS400RT when receiving a send request
(IBM AS/400 must receive a file) from the IBM RT. This program
performs some syntax and object existence checking and builds the
OVRDBF command to override the disk program file name to the
name of the file that will be transmitted by the IBM RT.

ASRTRX CL program:
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The library list used by the target IBM AS/400 program depends on the job
description used. [n the simplest case (if all defaults are used), the communi-
cations entry used points to a job description (*USRPRF), which points to what-
ever is specified in the user profile of the user ID used (QUSER). The user
profile points to the job description (QDFTJOBD), which points to the initial
library list (*SYSVAL) that points to the system value QUSRLIBL.

If you use a non-default setup, you must include AS400RT in whichever library
your setup is using. In the default setup, AS400RT must be included in
QUSRLIBL.

Experiences connecting to IBM AS/400
The transfer of text files from the IBM RT to the IBM AS/400 involves the trans-
lation of tab characters from the value X’09” on the IBM RT to the defined
EBCDIC standard X'05” on the IBM AS/400. When such text file is displayed on
the IBM AS/400 the tab.characters will be displayed as the character “»”, which
is consistent with the behavior of DisplayWrite on the IBM AS/400. During the
tests we did not find a way to make the IBM AS/400 expand the tabs automat-
ically.

If you want the exact same looks of a text file after sending it to an IBM AS/400,
you should expand the tabs in the IBM RT file locally prior to sending the file.

PC/DOS Communication

Advanced Program-to-Program Communication program for the IBM PC and
PS/2 (APPC/PC) is a software package which supports the SNA application
program interface (APl) LU 6.2 (APPC) and node type PU 2.1. It allows
program-to-program communication on IBM Token-Ring Network, SDLC and
selected IBM PC Network communication links. Both mapped and basic con-
versions are supported.

No tests have been conducted with, and no sample programs written for,
APPC/PC.

0S/2 Communication

There are various methods of connecting an 0S/2 based machine into an AlX
environment. One method is to use APPC/LU 6.2 communication. The sample
program snaftp provided in this publication has been tested between an IBM RT
running AIX/RT 2.2.1 and a PS/2 running OS/2 Extended Edition 1.1. Tests were
made with both Token-Ring and SNA/SDLC connections. To run the sample
programs you must:

* Customize SNA Services in the IBM RT.

* Customize 0S/2 Communications Manager in the PS/2.
Sample SNA Services and 0S/2 Communications Manager profiles are provided
in this publication. Here is a list of where to find the profiles:

* See “Operating System/2 Common Profiles” on page 402, “Operating
System/2 Token-Ring Profiles” on page 404 and “Operating System/2 SDLC
Profiles” on page 407 for the OS/2 Communications Manager profiles.
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¢ See “IBM RT Profiles for 0S/2 Token-Ring” on page 409 and “IBM RT Pro-
files for OS/2 SDLC” on page 413 for the IBM RT SNA Services profiles.

The snaftp sample program is listed in “IBM RT File Transfer Program
(snaftp)” on page 327.

The 0OS/2 remote transaction program OS2RT is listed in “Operating
System/2 Remote Transaction Program” on page 369.

Reference Publications for This Chapter
IBM RT SNA Services are described in:

IBM RT SNA Services Guide and Reference, SC23-2009

Other related publications are:

Systems Network Architecture, Transaction Programmer’s Reference
Manual For LU Type 6.2, SC30-3084

Systems Network Architecture, Architecture Logic For LU Type 6.2,
SC30-3269

An Introduction to Advanced Program-to-Program Communication (APPC),
GG24-1584
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3270 Emulation and Remote Job Entry

The vast majority of users of IBM System/370 mainframe computers are
accessing the mainframe by way of a 3270-type terminal. The term “3270-type
terminal” refers to two main series of IBM terminals, the (original) IBM 3270
terminals and the (newer) IBM 3170 terminals. The primary terminals of the
3270 series are the IBM 3278 (monochrome) and the IBM 3279 (color) terminals.
The basic functions of these terminals are supported by all terminals in both
series and constitute the minimum subset of functionality for 3270-type termi-
nals.

The newer IBM 3170 terminals all provide the basic subset of functions but have
different extended functions. The IBM 3180 has extended functions like
scrolling, the 3192 is a follow on of the IBM 3180 with enhancements like printer
port and setup mode. The 3193 is a high resolution monochrome terminal for
image display with image data compression. These enhanced functions are not
supported by the terminal emulation products for AIX.

The family of terminals is often referred to as “IBM 327x” terminals, or simply
as “3270’s”. The 3278 and 3279 terminals have no built-in processing capa-
bility. They can’t be attached directly by cable to a mainframe computer, but
need a terminal controller at the end of the telecommunication line or the
channel to manage the data traffic to and from the computer.

Terminal controllers are computers in themselves and are often called cluster
controllers because they control a cluster of terminals. These controllers are
commonly known by the family name “3x74”. Older controllers are of the IBM
3274 series; newer ones of the IBM 3174 series. Both series come in a great
variety of models with different capabilities. The terminal controllers in a
typical SNA network are connected remotely via a communication link to a 37xx
communication controller or are locally attached to a System/370 channel. A
3x74 is connected at the remote or terminal end of the link and manages a
cluster of 3270 terminals attached to that line. It acts as a multiplexor for the
terminals.

Communication Controllers
A 37xx is commonly located at the host end of the communication link, and one
or more will manage all of the lines connected to that host. These controllers
are used by the host to handle all the terminal I/0 on behalf of the host. We
use the notion 37xx communication controller to refer to a family of communi-
cation controllers known as the IBM 3705, IBM 3720, IBM 3725 and IBM 3745.
They can connect to asynchonous, BSC, SDLC, X.25, X.21 and Token-Ring lines.
The oldest model (the IBM 3705) does not support Token-Ring connections.

The 37xx communication controllers are programmable units and need a
control program to perform their functions. In most cases, the control program
is the Network Control Program (NCP) which can control BSC and SDLC lines.
Other control programs are used for other link types: For X.25 the Network
Packet Switching Interface (NPSI) program is used and for Token-Ring the NCP
Token-Ring Interface (NTRI) is used. The 37xx is normally connected to the
host via a /370 channel, but can also be connected remotely to another 37xx,
depending on what model you use.
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Integrated Adapters
Some host systems, for examplie the IBM 9370, offer the capability to directly
attach the terminals to a so-called integrated adapter. Terminals connected to
integrated adapters appear to be directly attached to the host via coaxial
cables. However, those configurations still can be viewed as if the terminals
are attached to a control unit; the function of the control unit is “hidden” in the
integrated adapter and the microcode. We will not cover those integrated ports
or channel attached control units in this chapter; we will concentrate on remote
connections.

Communications Software
At the “host” end of the communications line, software controls the network of
terminals connected to the host. The 37xx communications controller runs a
control program, most likely the Network Control Program (NCP). This
hardware/software combination will act as an interface between the host com-
puter and the one or many communications lines attached to it. On the host
computer runs a program that controls all the physical and logical units in its
domain. In a typical SNA network (see Figure 49) this program is the Virtual
Telecommunication Access Method (VTAM). It has the function of the system
services control point (SSCP) in its domain.

Host
Computer

/370 Channel

37xx
Communication
Controller

SNA or BSC
Protocol /
3x74
Terminal

Controller

3270 Terminals

Figure 49. Typical Host to Terminal Configuration

The protocol governing the form of the data stream on the communications line
will be either SNA or BSC,; the significance of this will be explained later.
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Moving Towards Terminal Emulation ,
Large numbers of computer configurations of this type, with variations in hard-
ware and software, have been installed for many years. In more recent times,
users have requested facilities that are not provided by a 3270-terminal. Many,
for example, have installed small computers in locations remote from the
mainframe computer. They often wish to use data stored on the mainframe as
input to applications running on the smaller, local computer.

It is often expensive and time-consuming to change the hardware or software of
a mainframe computer, but relatively cheap and simple to make a small com-
puter behave like a terminal type already recognized by the mainframe. This
has given rise to various forms of terminal emulation, where the local computer
can generate or receive a stream of data in such a way that the mainframe’s
communications controller is unaware that the device at the other end of the
line is not a known terminal. In its simplest form, terminal emulation works in
control unit terminal (CUT) mode, where the computer emulates the essential
characteristics of the terminal it is replacing, and continues to rely on the
nearby terminal controller for screen formatting and controlling the data stream
on the communications line.

The presence of a computer replacing the terminal raises the possibility that it
takes over some of the functions of the terminal controller as well. For
example, rather than the computer emulating just one terminal, it may emulate
several terminals {or have several sessions with the host), but still rely on the
terminal controllier to communicate with the host. This is known as distributed
function terminal (DFT) mode, but is limited to a maximum of 5 sessions by the
3%x74 microcode.

Finally, the local computer may replace the terminal controller with all its termi-
nals and printers altogether. This is known as controller emulation. In all
these types of emulation, the local computer may also provide additional fea-
tures over the original terminal such as retrieval from and transmission to the
host of relatively large volumes of data (file transfers).

The IBM RT may be used for any one of these types of terminal emulation.

Remote Job Entry
Some terminals are not confined to keyboards and displays. Before the advent
of the interactive computing environment we are used to today, IBM introduced
the IBM 2780, IBM 3780 and 1BM 3770 remote job entry (RJE) terminals. These
terminals consisted essentially of a cluster of card readers, card punches,
printers, etc. which enabled the user to submit a “job” over a communications
line for remote (batch) processing on a mainframe computer. The later
3770-series terminals also included a console so batch jobs on the host could
be initiated from the terminal. The protocols used by these terminals became a
de-facto standard for RJE, and is still used today.

The arrangement for connecting RJE terminals to an IBM host is similar to that
of 3270-terminals, except that there is no need for a terminal controller {3x74)
although a terminal controller may be used. Figure 50 on page 102 illustrates
a simple RJE communications arrangement.

As you can see, a small computer, with appropriate software, could provide all
the facilities needed to perform this function. Software is available which
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enables the IBM RT to emulate all of the functions described above. This will
be described in later chapters.

Host
Computer
/370 Channel
37xx
Communications
Controller
SNA or BSC
Protocol /
Console RJE
Workstation
Card Card Printer
Punch Reader

Figure 50. A Simple Host to RJE Configuration

Preparing For Terminal Emulation
Just as a “terminal” has to be defined to the host computer, the installation of
an IBM RT for terminal emulation requires that the local (software) configura-
tion of the IBM RT conforms with the definitions of the network at the host site.
When you want to install one of the IBM RT terminal emulation or RJE products,
therefore, it is essential that the team responsible for administering the host
computer are involved at an early stage. More specifically, the people that you
need to contact at the host site are:

* A network administrator - to provide information about the network, and to
help with problem diagnosis if necessary.

* A systems programmer - to provide information about the host itself, and
about the batch systems if you are connecting an RJE workstation.
The information you need to get from these people to start with is:
* The types of modem supported on your line.

* A host definition listing for your line. On an SNA network this will be a
VTAM listing (see “VTAM” on page 43 for details). On a BSC network it
may be called by any of several names depending on the host (see “BSC
Host Network Control Programs” on page 45 for details).

* The SSCP ID" of the host that you are communicating with. This is a
~ number that identifies a particular host on the network and is usually avail-
able from a systems programmer.

102 AIX Communications Handbook




To help you understand what options are available when communicating with a
host and to understand the information given to you by the people adminis-
tering the host, the following sections will go into a little more detail about the
host environment.

Host Subsystems

The term “host subsystems” is often used to refer to the individual components
of the software running on the host computer. A single host may run several
subsystems which often have different characteristics. For example, a single
machine may run both an interactive and a batch subsystem at the same time.
Examples of the types of subsystems that may be active on a host include:

Interactive

Batch

Transaction

Others

This type of subsystem is designed to directly communicate with
users in “real time”. Examples of interactive subsystems include
Time Sharing Option (TSO) under MVS and Conversational
Monitor System (CMS) under VM. These subsystems provide
command interpreters that allow users to enter commands at a
terminal and to receive the output from these commands at their
displays as the commands execute.

This type of subsystem accepts jobs to be executed without the
need for an immediate response to the user’s interactive display
{batch processing). Jobs can be executed at a time convenient
from a system point of view, perhaps when demand for the host
machine is not so high. Examples of batch host subsystems
include the Job Entry Systems (JES2 and JES3) under the MVS
operating system.

The third type of host subsystem is the transaction processing
system. This subsystem type is interactive in the sense that
responses to user transactions are usually returned to the user
terminal immediately. They differ from the TSO and CMS sub-
stems in that the user communicates with application programs
rather than with command interpreters. Examples of such sub-
systems are the Customer Information Control System (CICS) and
Information Management System (IMS).

Other subsystems, which may not be visible to the average user,
may also be operating within a host. Such subsystems may be
“system” functions. VTAM (Software supporting a communi-
cations network), for example, is supported as a host subsystem
and is used to connect terminals to one of the other subsystems.

Each host subsystem is accessible to the end user through an application iden-
tification, often referred to as the “APPLID” of that subsystem. If multiple host
subsystems are to be accessed, then each host application’s identification must
be established and noted. Some networks have a “front-end” menu system
which simplifies application selection at the time communication is established.

10 This only applies for SNA networks.
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Sessions :
The term session is used to describe the logical linking of the user’s terminal
with the host application program (host subsystem). A fairly simple concept
when a single terminal accesses a single application, but considerably more
complex when the “terminal” is a local computer, capable of emulating a
number of terminals having concurrent access to a number of host subsystems.
Each eligible session must be defined to the host as though it were utilizing its
own terminal.

Multiple Active Sessions
Terminal emulators typically provide more functions than are available to users
of the terminals they are emulating, simply because of the capabilities of the
computer on which the emulator software is running. It is therefore appropriate
to define the sessions to be emulated differently from the way you define “real”
IBM 3270 terminals.

For example, the additional functions provided by Network 3270-PLUS include:

Multi Session Up to six host sessions can run on each physical display running
Network 3270-PLUS (including ASCII displays).

Printing Host printer output can be directed as follows:

* Spooled output: One physical printer on the IBM RT can be
used for both local and host print.

* Dedicated output: One physical printer on the IBM RT can be
dedicated to serve one host printer. This is useful for secu-
rity reasons where a single printer might need to be secured
in a locked room.

* File output: The output from a host printer can be directed to
an ordinary AlX file.

Example Scenario: The above can be illustrated by assuming a case in which
an IBM RT is to be used by a number of persons, three of which require access
to the host system. The person using the console might wish to utilize the
multi-session feature to its full extent, having six sessions active. Users with
ASCI| displays could also have six sessions each, but two of each will suffice
for this example. Thus a total of 10 host display sessions would be needed
(6+2+2).

Assuming that:

1. The IBM RT has two physical printers, and that Printer 1 is used by the AIX
printer queuing system (the spooler), and Printer 2 is to be dedicated for
confidential output from the host.

2. The three users requiring access to the mainframe plan to use applications
under three different host subsystems, X, Y and Z.

The printer definitions would need to be something like this:

PRT_X Virtual printer for use by subsyétem X, output sent to the AIX print
spool for Printer 1.

PRTY Virtual printer for use by subsystem Y, output sent to the AIX print
spool for Printer1.
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PRT Z

PRT_A

PRT B

PRT C

PRT _conf

Virtual printer for use by subsystem Z, output sent to the AIX print
spool for Printer 1.

Virtual printer for use by user A, output sent to an AlX file. For
example: /u/A/output
Virtual printer for use by user B, output sent to an AlX file. For
example: /u/B/output
Virtual printer for use by user C, output sent to an AIX file. For
example: /u/C/output

Confidential host output directed to a dedicated printer (Printer 2 in
this case).

The total need for host-defined printers would be seven, even though there are
only two “real” printers on the IBM RT. The above scenario would need ten
host-defined terminal sessions and seven host-defined printer sessions.

Communication Lines

This section will concentrate on the characteristics of the physical link between
the host site and the local IBM RT. There are many characteristics that can be
associated with such a link; the ones which directly affect the installation and
setup of the IBM RT are given below. First, terminals may communicate with a
mainframe using a number of different types of link:

Telephone lines
The most common way to connect terminals to a mainframe is with a
telephone line available from your telephone supplier. These lines come
in two forms:

A Switched Line, where the communications path is built over a pub-
licly available network each time the link is established (by using an
ordinary telephone). Other users may establish paths across the
same network, and the quality of the lines may vary.

A Leased Line, which is permanently connected (for all practical pur-
poses), and the quality of the link may be guaranteed by the organ-
ization providing the service. There are two main types of leased
lines available:

— Analogue lines use ordinary telephone wires and are used for
relatively low speed communications.

— Digital or X.21 lines are higher quality lines and can be used at
higher speeds.

Leased lines are preferred where the transmission of large volumes
of data, or links of long duration are required, as they are more reli-
able.

Token-Ring Networks :
If the terminals and the mainframe are in the same building, the termi-
nals may attach to the mainframe using a Token-Ring local area network.
This gives extremely high quality and high speed connections. By using
Token-Ring bridges, Token-Ring networks can be extended beyond the
capabilities of a'single ring, either through local bridges to nearby rings,
or through split bridges to remote Token-Ring networks.
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X.25 Networks
In some cases terminals may be connected to the mainframe using X.25
Networks. These are high quality networks that use a special protocol
and are used exclusively for transferring computer data. See “X.25
Communications” on page 309 for more details about X.25.

Muitidropped Links
Where a leased line is used, terminal emulation programs allow the line
to be shared, by assigning each machine on the line a unique address.
This is called the polling address, and one is assigned for each terminal
or other device. Even if only one device is using the line, it must stifl
have an address assigned. This is usually hexadecimal X'C1’ in the case
of a single SNA device, and X'40” for a BSC device.

Other considerations include:

Line Speed
The line speed of a connection is the rate at which data is sent along the
connection, expressed in bits per second (bps). In theory, the greater
the line speed, the better the network response time. However, the
maximum line speed possible may be limited in practical terms by such
factors as the quality of the line and modem in use. Typically, switched
lines support communications up to 2400 bps, analogue leased lines will
support up to 13200 bps, digital X.21 leased lines support up to 64,000
bps (though not available in all countries) and Token-Ring networks run
at 4,000,000 or 16,000,000 bps. )

Modems
If not connected by coaxial cable to a 3x74 terminal controller, a suitable
modem must be connected between the emulated terminal, or terminal
cluster, and the communications line. With digital lines or X.25 networks
the network supplier will typically supply the modem. The selection of
suitable modems is beyond the scope of this document, but note that the
modems chosen at either end of the communications line must be com-
patible and support the same speed of communications.

Protocols
Earlier in this chapter, the general IBM terminal/host environment was
described, with a note that either an SNA or BSC protocol would be
employed. Both protocols are supported by the emulation products dis-
cussed in this document. The significant implications of each are dis-
cussed in the chapters which follow.

IBM 3270 Emulation Products
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The following chapters describe the available products for IBM 3270 emulation
and RJE:

“IBM RT 3278/79 Emulation Program” on page 107
“Workstation Host Interface Program” on page 111
“Network PLUS” on page 131

The TCP/IP telnet command also provides IBM 3270 emulation. For details see

several sections of the chapter “Transmission Control Protocol/Internet Protocol
(TCP/IP)” on page 165.

AlX Communications Handbook



IBM RT 3278/79 Emulation Program

The IBM RT 3278/79 Emulation Program enables the IBM RT to emulate either
an IBM 3278 Display Model 2 or an IBM 3279 Color Display Model 2A or S2A
from the IBM RT display screen and keyboard. The IBM RT 3278/79 Emulation
Program also provides a means of transferring files between a host computer
and the IBM RT. A single terminal is emulated on the IBM RT console, and the
terminal session may be run in a virtual terminal on the console display. A
subshell for execution of AIX commands may be invoked from the emulator
session. The subshell can be used to run AIX commands and must be used to
invoke the file transfer programs (emrcv and emsend).

System/370 Connection

Hardware and Software Requirements
» The 3278/79 Adapter must be installed in an appropiate slot in the IBM RT.

* The IBM RT must be connected to an IBM 3x74 Cluster Control Unit, a 4361

Display/Printer Adapter, a 4361 Workstation Adapter or a 9370 Workstation
Adapter.

* The IBM IBM RT AIX Operating System Licensed Program, Version 1.1 or
higher must be installed on the IBM RT.

¢ For file transfer operation a “Host File Transfer Program” is required.
— For VM/CMS: IBM 3270 File Transfer Program, 5664-281.
— For MVS/TSO: IBM 3270 File Transfer Program, 5665-311.

— Updates - Contact your local support center and request an update tape
that contains PTF UR90118 for VM/CMS or PTF UR20455 for MVS/TSO.

Installing and Customizing
The IBM RT 3278/79 Emulation Program is configured for National Language
Support (NLS) during the installation process. You will be prompted to select
one of the 16 supported languages. This is normally the only customizing
required for the IBM RT 3278/79 Emulation Program. The language selected
when installing the program must match the language selected when VRM was
installed. The installation procedure for the IBM RT 3278/79 Emulation Program
rebuilds the AIX kernel and reboots the IBM RT.

Using the IBM RT 3278/79 Emulation Program

The following is a brief summary of the use and capabilities of the IBM RT
3278/79 Emulation Program:

* The emulator is started with the command em78 or open em78 from the I1BM
RT console. The em78 command takes several flags; use em78 -7 to display
help information about the command line flags.

* The subshell function is invoked by pressing CTRL-C on the keyboard. This
gives an AIX shell with a modified prompt: “emshell >". To return to the

3270 emulation sessions, press CTRL-D or enter the command exit and press
the ENTER key.
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¢ The ability to capture a host screen and save it in an AlX file or send it to a
printer (the “-r” or “-s” flags). These functions are invoked by pressing
either CTRL-ScrlLck or CTRL-PrtScr once the emulator is started. The
CTRL-ScrLck sequence replaces the print file with the new screen image.

~ The CTRL-PrtScr sequence appends the new screen image to the print file.

« "The ability to transfer a file to/from a System/370 host running either
VM/CMS or MVS/TSO and with the Host File Transfer Program installed
(INDSFILE). (The emsend and emrcv commands).

If the IBM RT is connected to an IBM 3174 Cluster Controller or to an |IBM
9370 Workstation Adapter, a file transfer bit must be set in the 3174/9370
WSA microcode. This is because the IBM RT IBM RT 3278/79 Emulation
Program emulates a CUT-Type terminal (Control Unit Terminal). This is
guestion 125 in the microcode generation, bit number 6. This bit does not
need to be set for DFT-Type terminals (Distributed Function Terminal) that
are used for host file transfer.

¢ The ability to specify a program to be executed every time the subshell is
invoked (the “-c” flag).

« The ability to redefine the default keyboard and color layout in a profile and
use this profile when the emulator is invoked (the “-k” flag). For example, if
it is desired only to press one key to do a reset on the 3270 emulation
screen (rather than the default: ALT-ESC), this can be done in the following
way:

— Take a copy of the fusr/1ib/em78/emdefs.p file to the home directory.

— Modify this profile. The