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SPARCstation 1 S4 Chip Set

This documentation package includes all of the specifications and electrical
characterization reports for the SPARCstation 1 S4 Chip Set.

The "Campus 1" Programmer’s Model is also included.
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PIN DESCRIPTION:
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CLK
/JIU D(31:0)
/IU MEXC

SCHOOLBUS INTERFACE

/SB
/SB
/SB
/SB
/SB
/SB
/SB
/SB
/SB

A(1:0)
SIZ(1:0)
/AS

RD
D(31:0)
/ACK32
/ACKS8
/ERR
/RESET

MISCELLANEOUS

PAR(3:0)
/PAR /EN
/PAR /CS
/PIO /SEL
PIO(6:0)
IOD(7:0)
/IOD /EN
/WB /OE
/WB /CE
/CD /OE
/S4B /0D
/S4b /TEST
PARA

TYPE
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DRVC16
BD4TRU
IBUFNU
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IBUFU
IBUF
IBUF
IBUFU
BD4TRU
IBUFNU
IBUFNU
BTS8
IBUFN
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BD4TRU
IBUF'N
IBUFN
IBUEN
BD4TOD
BD4TRU
IBUFN
IBUFN
IBUF
IBUFN
IBUFNU
IBUFNU
BT1

INPUT/OUTPUT BUFFER DEFINITIONS

CESCRIPTION

Clock
Integer Unit

Data bus

Integer Unit Memory Exception

Address
Size
Address
Read
Data bus
32-bit A
8-bit Ac
Error
Reset

SBus
SBus
SBus
SBus
SBus
SBus
SBus
SBus
SBus

Parity data b
Parity Enable
Parity Chip S
Parallel I/O
Parallel I/0O
Input Output
Input Output
Write Buffer
Write Buffer
Catche Data O

Bus

Stroke

cknowledge
knowledge

us

elect

Port Select
Port

Data bus

Data bus Enable
Output Enable
Clock Enable
utput Enable

S4-Buffer chip Output Disable

Low for chip
Parametric Te

test mode
st Output

Clock Buffer,

DRVC# Input CMOS, non-inverting. # indicates
drive capability.

IBUF : Input buffer, CMOS, non-inverting

IBUFUO : Input buffer, CMOS, non-inverting, internal pullup

IBUFN : Input buffer, CMOS, inverting

IBUFNU : Input buffer, CMOS, inverting, internal pullup

TLCHT : Input buffer, TTL, non-inverting

TLCHTN Input buffer, TTL, inverting

BD#TRU Bidirectional buffer, TTL input levels, # indicates



NOTES :

1. TOH = -1.0 mA
2. IOH = -2.0 mA
3. IOH = -4.0 mA
4, TOH = -8.0 mA
5. IOH = -12 mA
6. Requires one output pad
7. Requires two output pads
8. IOL = 1.0 mA
9. IOL = 2.0 mA
10. IOL = 4.0 mA
11. IOL = 8.0 mA
12. IOL = 12 mA
13. VIL to VIH
VIH to VIL
14. VIN = VDD or VSS
15. VIN = VDD
16. VIN = VSS
17. VDD = Max, VO = VDD
18. VDD = Max, VO = 0V
19. VOH = VSS or VDD
20. VIN = VDD or VSS

21. Type B4 output. Output short circuit current for other outputs will
scale. Not more than one output may be shorted at a time for a

maximum duration of one second.

AC CHARACTERISTICS:
(VCC = 4.75 to 5.25V, TA = 0 to +700C, Output Load = 100 pF)
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Output drive, internal pullup.

BT# : Tri-statable output buffer, CMOS, # indicates output
drive current.

BD4TOD : Open drain buffer, TTL, non-inverting



5. DC CHARACTERISTICS:
(VCC = 4.75 to 5.25V, TA 0 to +700C, Output Load = 100 pF)
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| SYMBOL | PARAMETER | LIMITS |UNIT| NOTES |
I l |IMin |Typ |Max | ! |
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| Input High Voltage | |
| TTL Inputs 12.0 |
| Temperature Range I |
| CMOS Levels 13.5 |

| VIL | Input Low Voltage I I
| | TTL Inputs I I I
I | CMOS Levels ! |

| VI+ | Schmitt-Trigger, Positive-going| 13.0 4.0 | V | |
| | Threshold I I I

| VI- | Schmitt-Trigger, Negative-going|1l.0 |1.5 | | V| |
| | Threshold | | I | | I

| Output High Voltage I I
| Type Bl I I
| Type B2 12.4 4.5
| Type B4 | |
| Type B8 | |
| Type B1l2 I |

| Output Low Voltage | |
| Type Bl | I
| Type B2 | |
| Type B4 | |
| Type B8 | i
| Type B1l2 I |

IT | Input Current, CMOS, TTL Inputs|-10 |+/-1| 10 | uA | 14 |
| Inputs with Pulldown Resistors | 10 | 35 |120 | uA
| Inputs with Pullup Resistors {-100|-30 | -8 | wvA | 16 |

| IOS | Output Short Circuit Current | 15 | 50 | 130 mA
I I [ -5 |-25 |-100| mA | 18,21 |

| I0OZ | 3-State Output Leakage Current |-10 |+/-1| 10 | wA | 19 I

| IDD | Quiescent Supply Current | User-Design Dependent| 20 |




7. AC OPERATING REQUIREMENTS*
(VCC = 4.75 to 5.25V, TA = 0 to +700C, Output Load = 100 pF)
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T R men T 0 wExG to 710 D 1 6.5 1 12.0 1 ms |
T o to 7eB B 1 5.5 1 21.0 1 ms |

— D G T G TS G Gl e S et SR SEhey SN G ———

* Setup time for all signals is 1lOns
Hold time for all signals is 3ns.

| SYMBOL | PARAMETER | LIMITS | UNIT |
l I | Min | Max | |
| CI/0 | Input/Output Capacitance per Slot I | 20 | pF |
| === e e e e s s I
| CLS | Maximum Capacitance Load per System | | 100 | pF |
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9. TRUTH TABLE: N/A
10. FUNCTIONAL TABLE: N/A
11. OUTLINE DRAWING: N/A

12. WAVEFORMS: N/A
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SPARCstation-1 Programmer’s Model

Stephen A. Chessin

DRAFT 8
Version 8.4, 90/02/11

1. Introduction

This paper describes the programmer’s view of SPARCstation-1: address spaces, caching and
memory management, and interrupt levels. It is a synthesis of information contained in the hardware

specifications, but organized to be useful to a programmer.
Where appropriate, comparisons with the *‘standard’’ Sun4 architecture are made.

WARNING: This document is a DRAFT and may contain errors. Please report all mistakes to
the author for correction.

Major Changes Since Draft 1 (Version 1.7)
(1) The page size has changed from 8K to 4K.
(2) The size of a physical address has changed from 29 bits to 28 bits.

(3) The Sbus has moved from Type 0 space to Type 1 space, and there has been a major reorganization
of the Type 1 addresses to accommodate this.

Changes Since Draft 2 (Version 2.4)
(4) Minor typographical and editorial changes.
(5) Better explanations.

Changes Since Draft 3 (Version 3.7)
(6) The Interrupt Register is used to clear level 15 interrupts.
(7)  All Sbus devices are now described using relative offsets.

(8) More bits are used in the Auxiliary Input/Output Register. (Which used to be the Auxiliary Output
Register.)

Changes Since Draft 4 (Version 4.7)

(9) The interrupt levels have been changed slightly. All Sbus devices, including the builtin ones, inter-
rupt on Sbus IRQ levels only.

(10) The Auxiliary Input/Output Register has changed slightly.
(11) The definition of the DMA Write bit was backwards.
(12) The video subsystem is off the board, again.

Changes Since Draft 5§ (Version 5.6)
Better explanations and addition of more examples.

Changes Since Draft 6 (Version 6.1)
(1) Added warnings that this is still a DRAFT document and may not be completely accurate.
(2) Described the bugs in various levels of hardware:

Synchronous parity errors cause asynchronous traps (fixed in P1.7)
SER records asynchronous errors (won’t be fixed)

ASER and ASEVAR latch on synchronous memory errors (won’t be fixed)
On cache fill errors, SEVAR may not have exact address of problem (won’t be fixed)

Sun Confidential SPARCstation-1 Programmer’s Model DRAFT
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ASER sometimes isn’t set on asynchronous errors (won’t be fixed)
ASEVAR isn't properly sign-extended on DVMA errors (won’t be fixed)

(3) Audio/ISDN replaces Audio DAC.

(4) Level 8 interrupts can be masked.

(5) Video goes into slot 3.
(6) Sbus IRQ6 and IRQ7 now map to SPARC level 8 and 9, instead of 9 and 13, respectively.

(7) Miscellaneous corrections.

Changes Since Draft 7 (Version 7.15)

(8) Changed name to SPARCstation 1
(9) Added section describing how to handle simultaneous errors.

2. Address Spaces

The SPARC Architecture defines the existence of at least 4 address spaces. A given implementation
may define more than 4 address spaces. Selection of a particular address space is done via the Address
Space Indicator (ASI) field of the load and store alternate address space instructions. Ordinary load and
store instructions automatically go to User or Supervisor Data space, depending upon the mode of the CPU.
Instruction fetches by the CPU automatically go to User or Supervisor Instruction space, again depending

upon the mode of the CPU.

SPARCstation-1 Programmer’s Model

DRAFT

The following table describes the address spaces defined by the Sund4 Architecture and the

SPARCstation-1 implementation.

ASI Sun4 Use SPARCstation-1 Use  Comments
0x0 Reserved Reserved

Ox1 Reserved Reserved

0x2 System Space Same Note 1
0x3 Segment Map Same

0x4 Page Map Same

0x5 Block Copy Reserved Note 2
0x6 Region Map Reserved Note 2
0x7 Flush Cache (Region) Reserved Note 2
0x8 User Instruction Same

0x9 Supervisor Instruction Same

O0xA User Data Same

O0xB Supervisor Data Same

0xC Flush Cache (Segment) Same

OxD Flush Cache (Page) Same

OxE Flush Cache (Context) Same

OxF Flush Cache (User) Reserved Note 3
0x10  Flush I-Cache (Segment)  Reserved Note 2
O0x11  Flush I-Cache (Page) Reserved Note 2
0x12  Flush I-Cache (Context) Reserved Note 2
0x13  Flush I-Cache (User) Reserved Note 2
0x14  Flush D-Cache (Segment) Reserved Note 2
0x15  Flush D-Cache (Page) Reserved Note 2
0x16  Flush D-Cache (Context)  Reserved Note 2
0x17  Flush D-Cache (User) Reserved Note 2
0x1B  Flush I-Cache (Region) Reserved Note 2
Ox1F  Flush D-Cache (Region) Reserved Note 2

Note 1. See System Space table (next section)

Note 2. SPARCstation-1 has no corresponding function.
Note 3. This is a change in the specification between Sunrise and Sunray.

DRAFT

Version 8.4, 90/02/11
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User and Supervisor Instruction and Data spaces are collectively known as ‘‘Device Space’’. All
accesses to Device Space go through the Memory Mangement Unit (MMU). All the other address spaces
are collectively known as ‘‘Control Space’’. The non-System Space portons of Control Space all deal
with Cache and MMU management, and are discussed in the section on ‘‘Contexts, Caching, and the
MMU’. System Space is discussed in the next section.

3. System Space (ASI = 2)

System Space is a portion of control space that-is used to access various devices, as the following
table indicates:

A31:28 Sund Use SPARCstation-1 Use Comments
0x0 ID Prom Reserved Note 1
Ox1 Reserved Reserved
0x2 Reserved Reserved
0x3 Context Register Same
0x4 System Enable Register Same
1) & Reserved Reserved
0x6 Bus Error Register Bus Error Registers Note 5
0x7 Diagnostic Register Unused Note 2
0x8 (D-)Cache Tags Cache Tags
0x9 (D-)Cache Data Same Note 3
OxA I-Cache Tags Reserved Note 4
OxB I-Cache Data Reserved Note 4
0xC Reserved Reserved
OxD Reserved Reserved
OxE VME Interrupt Vector Reserved Note 4
| OxF Serial Port Same MMU bypass |

Note 1. SPARCstation-1 does not have an ID Prom and a timeout will occur. -
Note 2. SPARCstation-1 has no diagnostic register but a write to this address will just be ignored and not
cause a timeout.

Note 3. This is a change in the specification between Sunrise and Sunray.

Note 4. SPARCstation-1 has no corresponding function.

Note 5. SPARCstation-1 has four Bus Error Registers, compared to Sun4’s one.

The Context Register, Cache Tags, and Cache Data are described in the section on ‘‘Contexts, Cach-
ing, and the MMU"’. The rest of the registers in System Space are described below.

3.1. System Enable Register

The System Enable Register is referenced via byte loads and stores at location (ASI=0x2,
A31:28=0x4). It has the following format:

76543210

N ENA_NOTBOOT 0 = all supervisor references go to EPROM
1 = normal MMU operation
- Reserved (Enables I/O Cache in Sun4)
S ENA_SDVMA 1 = all DVMA is enabled
C ENA_CACHE 1 = Cache enabled
- Reserved (Enables video display in Sun4)
R ENA_RESET 1 = Reset the System (asserts SBRESET)
- Reserved (Resets VMEbus in Sund)
D ENA_DIAG Always 0 (Diagnostic/Monitor in Sun4)

DRAFT Version 8.4, 90/02/11 Page 3
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All bits are initialized to zero by a reset. Setting ENA_RESET to one will cause a reset, and control
will not be returned to the program that does so; rather, a reboot will occur. Software (or the boot PROM)

should set ENA_NOTBOOT to one after initializing the MMU.

3.2. Bus Error Registers

There are four registers, divided into two sets of two, used to indicate the type and location of bus
errors. One set is for synchronous errors, and the other for asynchronous errors. Synchronous errors are

- those that occur due to the execution of the current instruction and are reponed to the CPU byatrap atthe .- -
end of that instruction’s execution. All errors that cannot be associated with the execution of the current

instruction, but are related to such things as DVMA activity, buffered writes, or cache write-back!, are con- - - -

sidered asynchronous and are reported via an interrupt on level 15. After servicing the level 15 interrupt, it
is cleared by toggling bit 0 of the Interrupt Register.

There is an exception to the above rule. On machines prior to the P1.7 level, parity errors that occur
(or any condition that causes SE_MEMERR, described below, to be set) during CPU memory accesses
cause the reporting of both a synchronous and asynchronous error. For parity errors that occur during data
fetches, the data-access trap occurs first and the level 15 interrupt remains pending. Software may clear the
level 15 interrupt while processing the data-access trap. For parity errors that occur during instruction

fetches, the level 15 interrupt occurs first and the text-access trap never occurs. Software can distinguish
true asynchronous errors from instruction fetch errors by maintaining an invalid value in the SEVAR and
comparing the SEVAR to the ASEVAR on asynchronous errors. If they compare equal, then this is an
instruction-fetch error, otherwise it is a true asynchronous error. Software must remember to reload the
SEVAR with the invalid value after processing all synchronous (including instruction-fetch) errors.

On P1.7 and later boards, memory errors during CPU memory accesses only cause the reporting of a
synchronous error; a level 15 interrupt does not occur. (The asynchronous registers still latch on synchro-
nous memory errors, however, and must be cleared; see the descriptions of the ASER and ASEVAR,
below.)

The Bus Error Registers are all fullword in size, although they can be accessed via byte, halfword, or
fullword loads and stores, just as memory is. They reside at the following addresses in ASI=2 space:

Address Description
0x60000000  Synchronous Error Register
0x60000004  Synchronous Error Virtual Address Register
0x60000008  Asynchronous Error Register
0x6000000C  Asynchronous Error Virtual Address Register

Although in normal use the registers can be treated as read-only, they can be written for diagnostic
purposes.

3.2.1. Synchronous Error Register

The Synchronous Error Register (SER) occupies four bytes at locations (ASI=0x2, A31:28=0x6,
A3:0=0x0 to 0x3). Reading any portion of the register also clears that portion. It has the following format:

31 23 15 763543210

T T S T T T e E ST e e m T f Lt eeeTERSce ®eecancewew® e ee ceeeeeeee® oo o=

R  SE_WRITE 1 = Error during write cycle, 0 = read cycle
I SE_INVALID 1 = Valid bit was zero in a page map entry
P  SE_PROTERR 1 = Protection error (see below)

T SE_TIMEOUT 1 = Non-existent device was addressed

B  SE_SBERR 1 = bus error during Sbus master access

' SPARCstation-1 does not have a write-back cache, but if it did it could cause asynchronous errors.
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M SE_MEMERR 1 = Memory (parity or ECC) error
S SE_SIZERR 1 = Incorrect size transfer attempted
W SE_WATCHDOG 1 =Restart due to IU error

The SER records all errors since it was last cleared. This includes asynchronous errors as well;
the SER must be read to clear it as part of asynchronous error processing. The SE_WRITE bit
records the type of access (read or write) of the last error.

A protection error can be caused by an attempted write to a read-only page, or by a user-mode access -~

to a supervisor-only page.
A timeout is reported on access to a non-existent device, except for accesses to non-existent physical
memory. See the section ‘‘Type O Space,’’ below.

The Memory Error Register must be inspected when a memory error occurs, to further isolate the
cause of the error. Note that synchronous memory errors also cause the Asynchronous Error Register and
Asynchronous Ermror Virtual Address Register to be laiched; see the description of these registers below for
more information.

Not all bus errors cause immediate traps. Due to pipelining, the CPU fetches instructions four cycles
before they will be executed, so it is possible that the CPU will attempt to fetch an instruction that will not,
in fact, be executed. To prevent spurious traps, the CPU does not trap on memory exceptions until it actu-
ally needs to execute the instruction that it was unable to fetch.

For example, suppose we have the following instruction sequence in virtual memory, where a, b, c,
etc. represent miscellaneous instructions:

a
b

bz,a label

d

—— page boundary

e <--this page is marked invalid

f

g

——— page boundary
label: <--this page is valid
X

y

z
These instructions will advance through the pipeline as follows:

Time 1 2 3 4 5
Fetch d - X y
Decode bz d - X
Execute b bz d -
Write a b bz d

At time (2), the CPU wants to fetch e but the page is marked invalid, so the invalid bit is set in the SER and
the instruction address is set in the SEVAR. However, the branch (if taken) means that e is never needed,
so that it would be incorrect for the CPU to trap on a page fault due to the attempt to fetch e.

Now let’s examine the following sequence:

I A9 N

a
b

st something to a read-only page

d

—-- page boundary

e <--this page is marked invalid
f

g

DRAFT Version 8.4, 90/02/11 Page §
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The pipeline now looks as follows:

_Time 1 2 3 4 5
Fetch d - - X Yy
‘Decode st d - - X

Execute b st d -
Write a b st - -
The attempt to fetch e from an invalid page at time (2) will turn on the SE_INVALID bit in the SER, but

the CPU will not take an instruction access exception until it actually needs to execute e, at time (5). The
store to 2 read-only page at time (3), however, does result in an immediate data access exception, and the

CPU will find both the SE_INVALID bit and the SE_PROTERR bit on in the SER. (The exception results -

in a flush of the pipe, and instruction d never does get to the Write stage in step (4)).

A similar scenario, where the store is replaced by a branch (in user mode) to a supervisor-only page,
can result in multiple bits being on for instruction access exceptions.

It is up to the software to determine the true cause of the exception when multiple bits are on in the
SER. Here is one algorithm:

SEVAR = getsevar();
SER = SERsave = getser();
SER &= "(SE_WRITE | SE_WATCHDOG);
if (data access exception)
error_addr = SEVAR;
else if (instruction access exception)
error_addr = old PC;
else
/* CAN'T HAPPEN ¥/,

if (SER & (SER - 1)) {
/* multiple bits on; must manually probe the PME */
pme = getpme(error_addr);
if (pme valid) (
if ((SER & SE_PROTERR) & & (pme denies access)) {
SER = SE_PROTERR;
} else
SER &= "(SE_PROTERRISE_INVALID);
) else
SER = SE_INVALID;
)

/*
* Note: we could still have other multiple bits on (TIMEOQUT,

* MEMERR, SIZERR, SBERR), but we probably won’t recover from
* this condition anyway, so it really doesn’t matter.
*
: i.ixt if you really wanted 1o, know you'd do something like
s:
*/

/* more than one of TIMEOUT, SBERR, MEMERR, or SIZERR */
(void) getser(); /* make sure it’s clear */
if (on_fault())
newSER = getser();
else

register int x;

newSER =0;
X = *error_addr; /* probe the address to see what happens */

DRAFT Version 8.4, 90/02/11 Page 6
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}
no_fault();
/* use newSER to figure out what the problem was, if any */

3.2.2. Synchronous Error Virtual Address Register

The Synchronous Error Virtual Address Register (SEVAR) occupies four bytes at locations
(ASI=0x2, A31:28=0x6, A3:0=0x4 to 0x7). It contains the virtual address associated with the last synchro-
nous bus error. It is not latched.

Note that on errors resulting from cache-fill operations, the SEVAR will contain the address
that the CPU presented to the cache chip that triggered the cache-fill operation. This may or may
not be the address of the word that actually caused the error.

The SEVAR has the following format:
31 0

3.2.3. -Asynchronous Error Register

The Asynchronous Error Register (ASER) occupies four bytes at locations (ASI=0x2, A31:28=0x6,
A3:0=0x8 to 0xB). Reading any portion of the register also clears that portion. It has the following format:

31 23 15 7 5 4 0

W  ASE_WBACKERR 1= Valid bit was zero in a page map entry
T ASE_TIMEOUT 1 = Non-existent device was addressed
D ASE_DVMAERR 1 = bus error during DVMA access

The ASER latches (freezes) with the cause of an asynchronous error, ignoring subsequent asynchro-
nous errors, until read and cleared. It is also latched when a synchronous memory error
(SE_MEMERR) occurs, and should be read to unlatch it as part of SE MEMERR processing. Note
that bits in the SER are set when bits in the ASER are set; thus the SER should be read to clear it as
part of asynchronous error processing.

A write-back error can occur on systems with write-back caches, and/or on systems that do buffered
writes, when either the hardware malfunctions or the MMU mapping is changed without properly flushing
the cache. In addition, certain devices (for example, frame buffers) will generate write-back errors under
device-specific conditions when a store is attempted to them.

A timeout is reported on access to a non-existent device, except that accesses to non-existent physi-
cal memory may produce detectable behavior other than timeouts. (See the section ‘‘Type 0 Space,”’
below.) For SPARCstation-1, this can only happen if the MMU is set up to map a non-existent device or if
the hardware malfunctions.

The specific cause of a DMVA bus error must be determined by polling the possible sources to see
which indicated the error. All possible sources of DVMA errors of this type must be recognizable in some
way. For SPARCstation-1, the only possible source of DVMA bus errors is memory parity errors. These
can be determined by examining the Memory Error Register, described below.

Due to a bug in the cache chip, the ASER is not always set when an asynchronous error occurs.
In this event, the ASER can be reconstructed from the bits in the SER. SE MEMERR should be on
in the SER. In addition, SE TIMEOUT indicates that ASE TIMEOUT should have been reported,
and SE_SBERR indicates that ASE _WBACKERR should have been reported The address in the
ASEVER is correct even when the ASER is not set. This bug is in all versions of the hardware,
including P1.7’s, and is not expected to be fixed.
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3.2.4. Asynchronous Error Virtual Address Register

The Asynchronous Error Virtual Address Register (ASEVAR) occupies four bytes at locations

(ASI=0x2, A31:28=0x6, A3:0=0xC to OxF). It contains the (pseudo) virtual addrf::f.s associated with th.e
asynchronous bus error described in the ASER. It is latched under the same conditions that the ASER 1is

latched. Tt 1s unlatched when it is read, not when the ASER is read. Thus, the ASEVAR should be read to -
unlatch it as part of SE_MEMERR processing.

The ASEVAR has the following format:
31 29

S Bits 31:30 are copies of bit 29.

The address is called a *‘pseudo-virtual”’ address because the hardware only carries the low-order 30 bits
of the virtual address onto the bus, and assumes that bits 31:29 are all the same. The ASEVAR reverses
this process by copying bit 29 into bits 31 and 30 on asynchronous errors reported by the IU. Due to a bug
in the cache chip, bits 31 and 30 are zero on DBMA asynchronous errors (ASE_DVMAERR is on).

Software must do the sign extension itself.

Determining the context register value associated with an asynchronous error is usually straightfor-
ward; there is only one tricky case.

Since DVMA is always done using context 0, the address associated with a DVMA error will always
be context 0.

Non-DVMA asynchronous errors are due to buffer chip activity. The buffer chip allows only one
outstanding store; a subsequent store will stall the CPU in the middle of execution of the second store until
the outsanding store completes. If it completes with an asynchronous error, the error will be reported to the -
CPU immediately after execution of the second store instruction finishes. (This is not necessarily comple-
tion of the second store itself, as it may itself be buffered. This is just completion of the store instruction
from the CPU’s point of view.) Unless the second store is a write to the context register, the address of the
asynchronous error will be associated with the value in the context register (the current context).

If the second store does modify the context register, then the address of the asynchronous error is
associated with the previous context,.which must be determined by software. (If, for example, the first
store was to a supervisor-only page, then the actual context is irrelevant as supervisor-only pages are
mapped into all contexts.)

One can construct pathological cases where it would be impossible to determine that an asynchro-
nous error is associated with the previous context (for example, a store to a user page, followed by a
branch, with the store to the context register in the delay slot of the branch). It is up to software to avoid
these pathologies.

3.2.5. Simultaneous errors

It is possible for both a synchronous and an asynchronous error to be reported simultaneously. Con-
sider the following case:

st %g0, [%10]! this address causes an asynchronous timeout
st %g0, [%11]! this address causes a page fault

Depending upon the alignment of the instructions in the cache, it is possible for the TU to take the page
fault trap (a synchronous error) first, and while it is disabled for traps but before the SER has been read, the
asynchronous fault can be reported. This will turn on the MEMERR bit in the SER, which can lead
software to believe that this is a synchronous memory error. Since the MEMERR is really asynchronous,
there will be a level 15 interrupt pending. If software treats this error as synchronous, and diligently reads
the SER, SEVAR, ASER, and ASEVAR to clear and/or unlatch them, then when traps are eventually
enabled and the level 15 interrupt occurs software will discover that there is no information in either the
ASER or the SER pertaining to the asynchronous interrupt.
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Software can avoid this difficulty by comparing the ASEVAR to the SEVAR whenever MEMERR is
set on a synchronous trap. If they are identical, then this is a true synchronous MEMERR. If they are dif-
ferent, then the MEMERR is associated with the asynchronous trap. Software should clear the pending
level 15 interrupt and process the asynchronous error, using the ASER and ASEVAR values, and being
cognizant of the bugs in asynchronous error reporting described previously. The synchronous error can be
ignored, for it will recur if and when execution of the program is resumed.

3.2.6. Serial Port

The serial port is referenced by byte loads and stores at locations beginning at (ASI=0x2
A=0xF0000000). This access is provided so that the serial port may be used before the MMU has been 1 ml-
tialized, for example by the PROM monitor. Software normally accesses the serial port via I/O space

through the MMU.

See the section “‘Serial Ports’’ under “‘Type 1 Space’’, below, for more information on the serial
port registers.

4. Physical Space

The MMU maps virtual addresses in Device Space to physical addresses in Physical Space. Physical
space is further subdivided into four types, as indicated in the following table.

Type Sun4 Use SPARCstation-1 Use  Comments
0 Main Memory Same
1 I/O Space Same
2 VMEDbus, 16-bitdata Unused Note 1
3 VMEDbus, 32-bitdata  Unused Note 1

Note 1. In SPARCstation-1, references to type 2 or 3 space cause a timeout.
The size of a physical address is 28 bits.

4.1. Type 0 Space

Type 0 space contains the main memory (RAM) in SPARCstation-1. Since PA27:0 are used for
RAM device decoding, the Sbus can support a theoretical maximum of 256 Mbytes of RAM. However,
the SPARCstation-1 implementation only supports a maximum of 64 Mbytes. In addition, individual
SPARCstation-1 machines can be configured with as little as 4 Mbytes of memory. To explain what hap-
pens when non-existent RAM is addressed, the implementation must be explained and some terms defined.

The SPARCstation-1 memory subsystem contains two RAM controllers. Each RAM controller con-
trols a “‘bank’’ of 32 Mbytes of address space. Each bank is made up of two ‘‘sets’’ spanning 16 Mbytes
each. Each set contains four SIMMs (Single Inline Memory Modules) each. Each SIMM consists of 9
chips. Each chip is either a 1 Mbit or a 4 Mbit DRAM. All the chips in 2 SIMM are of the same type, and
all the SIMMs in a set must be of the same type. A set of 1 Mbit DRAMs contains 4 Mbytes of memory,
and a set of 4 Mbit DRAMs contains 16 Mbytes of memory. The SIMMs in one set can be of a different
type than the SIMMs in another set, even in the same bank.

The RAM controllers require PA27 to be zero. If PA27=1, then no controller responds and a bus
timeout occurs.

PA26:25 selects the appropriate RAM controller. One controller responds to 0x0, the other responds
to Ox1. If PA26:25=2 or 3, then no controller responds and a bus timeout occurs.

PA24 selects one of the two sets of SIMMs controlled by a controller. If the selected set is not
installed (a hole), then on writes the data is thrown away and on reads the bus lines remain high (subject to -
noise) and a characteristic bit pattemn (normally all ones) is returned. Software can detect a hole by doing a
store to followed by a load from a byte on 16 Mbyte boundary. If the data read does not agree with the
data written, then a hole exists. If they agree, the same test with a different bit pattern should be used
before concluding that real memory exists. (Note that parity checking should be disabled when doing these
checks, as parity errors will be reported if the noise pattern contains bad parity and parity checking is
enabled.)
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If the selected set consists of 4 Mbit DRAMs, then all 16 Mbytes of adclress_ space spanr_led by that
set are valid and correspond to unique memory locations. If the selected set consists of 1 Mbit DRAMs,
then only 4 Mbytes of unique memory exist, but it appears four times in t,t}e 16 Mbytes of address space
spanned by the set, repeating at every 4 Mbyte boundary. This ‘‘mirror’’ behavior can be detected by
- software by doing a store of one bit pattern to offset 0 of a set, followed by a store of another bit pattern to
offset 4 Meg (0x00400000) of the set, followed by a load from offset 0. If the data at offset 0 was changed
by the store to offset 4 Meg, then only 4 Mbytes of memory is present and the rest is filled with mirrors. .

The following decision table summarizes this behavior.

PA27 | PA26 | SIMM Set | PA23:22 Action

1 - - - Timeout

0 1 - - Timeout

0 0 none - Hole

0 0 4 Mbit - Memory (16 Mbytes worth)

0 0 1 Mbit ] 00 Memory (4 Mbytes worth)
01

0 0 1 Mbit 10 Mirror
11

4.2. Type 1 Space

Type 1 space contains all of the I/O devices, including those that are associated with the Sbus. Bit
PA27 is used to indicate an onboard device (PA27=0) or an Sbus device (PA27=1). For onboard devices,
PA26:24 (and in some cases PA26:20) determine the particular device. For Sbus devices, PA26:25 select
one of four Sbus slots. The (physical or logical) board plugged into the Sbus slot then has an address space
of 25 bits, or 32 Mbytes, to divide up as it sees fit. Sbus addressing is further described in the Section
*‘Sbus Devices’’, below. For compatibility with the Sun4 architecture conventions, the non-existent bits
(PA31:28) are assumed to be all ones. The following table describes the layout of Type 1 space:

Address SPARCstation-1 Use Comments
OxFO0O00000  Keyboard/Mouse Note 1
OxF1000000  Serial Ports Note 1
OxF2000000 TOD Clock and NVRAM Note 2
0xF3000000  Counter-Timer Registers Note 3
O0xF4000000  Memory Error Registers Note 1
OxFS000000  Interrupt Register Note 1
OxF6000000 EPROM Note 3
OxF7000000  EPD "Private": Note 4
OxF7100000 ECC registers (HPD only)
0xF7200000 Floppy Controller
0xF7201000 Audio/ISDN
O0xF7400003 Auxiliary Input/Output Register
OxF7F00000 VME Control Register (SunFed only)
OxFR000000  Sbus Slot O (25 bits) Note 4
OxF9000000 - )
OxFAQ00000  Sbus Slot 1 (25 bits) Note 4
OxFB0OO00O0O " "
OxFCO00000  Sbus Slot 2 (25 bits) Note 4
OxFDO0OO000 " "
OxFEOOOOOO  Sbus Slot 3 (25 bits) Note 4
OxFFO00000 " . _ "

Note 1. Same as Sun4 use.

Note 2. Sun4 has a different kind of TOD at this address. It also has an EEPROM at a different address.
Note 3. Sun4 has same function, but at a different address.
Note 4. Sun4 has no corresponding function.

DRAFT Version 8.4, 90/02/11 Page 10



Sun Confidential SPARCstation-1 Programmer’s Model DRAFT

Reference to a Type 1 address to which no device responds results in a timeout.
4.2.1. Onboard Devices

4.2.1.1. Keyboard/Mouse

The keyboard/mouse UART is a Z8530 chip (Zilog or AMD equivalent) accessed via byte loads and
stores at the following addresses:

Address Description

OxFO000000 Mouse Control Port

OxF0000002 Mouse Transmit (W)/Receive (R) Data Port
0xF0000004 Keyboard Control Port

OxF0000006 Keyboard Transmit (W)/Receive (R) Data Port

The Z8530 contains an array of read registers and write registers, accessed through the control port.
Access to a register is done by writing the register index to the control port, and then reading or writing the
register data to the control port. In addition, the UART transmit and receive data registers may be directly
accessed by writing and reading, respectively, from the Transmit/Receive Data Port.

See the Z8530 data sheet for more information.

4.2.1.2. Serial Ports

The serial ports UART is also a Z8530 chip, identical to the one used for the keyboard/mouse. It is
addressed as follows:

Address Description
OxF1000000 Serial Port B Control Port
OxF1000002 Serial Port B Transmit (W)/Receive (R) Data Port
OxF1000004  Serial Port A Control Port
OxF1000006  Serial Port A Transmit (W)/Receive (R) Data Port

4.2.13. TOD Clock and NVRAM (EEPROM)

The Time of Day Clock is a Mostek MK48T12-15 Zeropower/Timekeeper RAM which includes 2K
of RAM, the topmost 8 bytes of which are the clock. The Timekeeper contains its own battery backup,
which has a worst-case storage life (oscillator off or power on) of 11 years at 70°C and a worst case con-
sumption life (oscillator on and power off) of 2.8 years at 0°C. Unlike EEPROMs, there is no limitation on
the number of times the CMOS RAM can be written, nor are special write timings required.

The Clock/NVRAM is accessed via byte, halfword, or fullword loads and stores at the following
addresses:

Address Description
OxF2000000t0 NVRAM
0xF20007d7
0xF20007d8t0  “‘IDPROM™
OxF20007f7

0xF20007f8 TOD Control
O0xF20007f9 Seconds (00-59)
0xF20007fa Minutes (00-59)
O0xF20007fb Hour (00-23)
O0xF20007fc Day (01-07)
OxF20007fd Date (01-31)
O0xF20007fe Month (01-12)
OxF20007ff Year (00-99)

Thirty-two bytes of NVRAM acts as the ID prom’* of SPARCstation-1. The id_machine byte con-
tains 0x51; 0x50 is the architecture code for Sun4C, and 0x51 indicates the SPARCstation-1 machine.
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The TOD Control register should only be written with byte stores to prevent modifying the data to be
read.

The time and date information is stored in 24 hour BCD format. For more information, including the
protocol to be used to read, write, start, and stop the clock, see the MK48T12-15 data sheet.

4.2.1.4. Counter-Timer Registers
The Counter-Timer Registers are accessed via fullword loads and stores at the following addresses:

Address Description

O0xF3000000 Counter 0
OxF3000004 LimitO
OxF3000008 Counter 1
OxF300000C Limitl

All registers have the following format:
31 9 0

L  Limit Reached

Each counter is incremented by one in bit position 10 at one microsecond intervals. When a counter
reaches the value in its corresponding limit register, it is reset to ‘‘one microsecond,”’ the limit-reached bit
in both the counter and limit registers is set, and an interrupt is generated (if enabled) at level 10 for
Counter 0 and level 14 for Counter 1.

The interrupt is cleared and the limit bits reset by reading the appropriate limit register. Reading the
counter register does not change the state of the limit bits. Writing the limit register resets the counter
register to a value equivalent to one microsecond. Except for testing purposes, the counter registers should
not be writtcn.

Setting a limit register to zero causes the corresponding counter to freerun. Interrupts will occur
when the counter overflows back to zero, approximately every 2 seconds.

4.2.1.5. Memory Error Registers

SPARCstation-1 uses a single Parity Control Register. This is a fullword read/write register at loca-
tion 0xF4000000 in Type 1 physical space. The format of this register is as follows:

31 23 15 7 0

- & & ©® ® @ B P - T o » ® " = - e w O & & ® = o o W ® o B2 - - e e o > e o o o o o o e 8 a - @O @ o v v ¢ &S = 2 o & & o .

Parity Error. Set on any parity error.

Muluple Errors. Set when a parity error occurs and E=1.
Parity Test. When set, inverse parity is generated.

Parity Check. Enables parity checking.

Parity Error 24. Records parity error on data bits 31:24.
Parity Error 16. Records parity error on data bits 23:16.
Parity Error 08. Records parity error on data bits 15:8.
Parity Error 00. Records parity error on data bits 7:0.

The bits that indicate errors (E, M, and A-D) are cleared when the register is read. All bits are cleared on
reset.

vNow»Z-HzZm

Note that when a parity error occurs, the cache will have loaded itself with the data from memory
anyway. This means that software must flush the cache after parity errors if it is to continue operation. On
a single parity error (M=0), only the affected cache line (as determined from the old PC, the SEVAR, or
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the ASEVAR, as appropriate) need be flushed. On multiple parity errors (M=1), the entire cache must be
flushed.

Also note that the address in the SEVAR or ASEVAR, as appropriate, may not be the address of the
word with the parity error, if the error occurred during a cache-fill operation.

4.2.1.6. Interrupt Register

The Interrupt Register is a one-byte read/write register at location 0xFS000000 in Type -1 physical
space. The format of this register is as followed:

Enable Level 14 Interrupts
Enable Level 10 Interrupts
Enable Level 8 Interrupts

Software Interrupt Level 6
Software Interrupt Level 4
Software Interrupt Level 1
Enable all Interrupts -

Writing a zero to an Enable Level N Interrupt bit only masks out that interrupt, it does not clear the source.
Writing a one to a software interrupt bit requests an interrupt on that level; the bit must be cleared to clear

the request.
Writing a zero to the Enable All Interrupts bit will clear the Asynchronous Memory (level 15) Inter-

rupt, as well as masking all interrupts. Of course, interrupts should be immediately re-enabled by writing a -
one.

nQTmmoa»

On reset, all bits are cleared and all interrupts are reset.

4.2.1.7. EPROM

SPARCstation-1 has 128K bytes of EPROM containing the boot monitor beginning at location
0xF6000000 in Type 1 physical space. The EPROM is also referenced by all Supervisor Virtual addresses
when the ENA_NOTBOOT bit in the System Enable Register is zero, for example at boot time. The boot
code must initialize the MMU to at least map itself before setting the ENA_NOTBOOT bit to one.

Note that the EPROM does not obey the normal memory mapping rules. PA[16:0] into the EPROM
always come from VA[16:0]. Although VA[29:12] are processed by the MMU to select a physical
address, when bits PA[27:24] of that physical address select the EPROM then bits PA[23:12] from the
MMU are ignored. This means that, for proper operation of the EPROM, it must be mapped one-for-one to
contiguous virmal pages beginning on a 128K boundary.

4.2.1.8. Floppy Controller

The Floppy Disk Controller is an Intel 82072. It is accessed using byte loads and stores at the fol-
lowing addresses:

R

| Address Description

0xF7200000  Main Status (R)/Data Rate Select Register (W)
0xF7200001 _ FIFO Data Port (R/W)

For more information see the Intel 82072 data sheet. Note that the floppy must be selected as drive 1
(or 3, but 1 is preferred) in the command sequence sent to the controller. See also the Terminal Count and
Floppy Eject bits in the "Auxiliary Input/Output Register” described below.
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42.1.9. Audio/ISDN

The audio interface of the SPARCstation-1 is provided through the Main Audio Prqcesgor (MAP) of
the AMD 79C30A Digital Subscriber Controller. The 79C30A is a highly integrated circuit which pro-
vides an ISDN 4-wire subscriber level interface, an audio processing circuit, a2 parallel microprocessor
‘interface, and a serial interface. For SPARCstation-1 Audio use the microprocessor interface and the audio
processing circuits are the only portions of the circuit which are used.

The interrupt from the 79C30 is attached to IRQ<13> of the MMU (which is interrupt level 13). The -
data bus is connected to the IO data bus. The circuit includes an oscillator circuit which uses an exte.mally
provided 12.288 MHz crystal with a tolerance of + or - 80 ppm. The oscillator is a paraliel resonant circuit.

The 79C30 registers are located at a base address of 0xF7201000. The 79C30 is accessed using byte
loads and stores at the following addresses:

Address WR* RD* Register description
OxF7201000 O 1 Command Register (CR), write only
1 0 Interrupt Register (IR), read only
OxF7201001 O 1 Data Register (DR), write
1 0 Data Register (DR), read
OxF7201002 1! 0 D-channel Status Register 1 (DSR1), read only
O0xF7201003 1 0 D-channel Error Register (DER), read only
OxF7201004 O 1 D-channel Transmit Buffer (DCTB), write only (8-byte FIFO)
0xF7201004 1 0 D-channel Receive Buffer (DCRB), read only (8-byte FIFO)
O0xF7201005 O 1 Bb channel Transmit Buffer (BBTB), write only
OxF7201005 1 0 Bb channel Receive Buffer (BBRB), read only
OxF7201006 O 1 Bc channel Transmit Buffer (BBTB), write only
0xF7201006 1 0 Bc channel Receive Buffer (BBRB), read only
0xF7201007 1 0 D-channel Status Register 2 (DSR2), read only

Note that the other registers in the 79C30, of which there are many, are indirectly accessed through
the command register. Pages 2-71 through 2-77 of the 79C30A Data Sheet describe this indirect address-
ing.

Please refer to the 79C30A Data Sheet for full details on operation of this circuit.

4.2.1.10. Auxiliary Input/Qutput Register

The Auxiliary Input/Output Register is a one-byte, read-write register at location 0xF7400003 in
Type 1 physical space. It has the following format:

76543210

In Density

In Floppy Diskette Change (must be written as one)
Out  Floppy Drive Select

Out  TC (Floppy controller Terminal Count input)
Out  Floppy Eject

Out LED (1=0n, 0=off)

All bits are set to one on reset.

Bt 5 (Density) is a signal from the drive indicating the density of the diskette inserted. A 1 indicates
thh. density, a O indicates low density. This signal is meaningful only if the floppy drive is capable of
sensing the “‘density’’ hole in the diskette. The Sony drives do not generate this signal; for them, software
must through trial and error determine the density of the inserted diskette. This can be done by initializing
the controller with parameters for a given density and attempting to read the diskette; if the Wrong parame--
ters were chosen read errors will occur. Note that the density of an unformatted floppy cannot be deter-
mined through this method; the floppy format software must have a user option to set the density to be

rfmwnng
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used. (If the user selects the wrong density, the floppy will be unusable, but the user will quickly discover
this mistake.)

Bit 4 (Floppy Diskette Change) is an input bit that signifies when a diskette has been removed from
the drive. This bit must always be written as one in order for it to work. It reads as one when the drive is
selected and there is no diskette in the drive. It reads as zero if the dnive is not selected or if a diskette is
present in the drive. The Sony drives reset the bit when they receive a step pulse from the controller; ie.,
when the software issues a ‘‘Seek’’ command. Other vendor drives require a separate Diskette Change
Reset signal; a bit will need to be provided for this function in the Auxiliary Input/Output Register if a
non-Sony drive is used on a SPARCstation.

Bit 3 (Floppy Drive Select) is connected to the floppy drive select pin. It is used in conjunction with
all floppy operations, whether through the Floppy Disk Controller registers or the bits in the Auxiliary I/O
Register. A one selects the floppy drive; a zero de-selects it.

Bit 2 (TC) is connected to the Terminal Count input pin of the floppy controller. It is used to signal
the floppy controller (which is designed to be connected to a DMA controller, even though in
SPARCstation-1 it is not) that all the data for a given operation has been transferred. This is done by writ-
ing a 1 to this bit, delaying for a specific amount of time, and then writing a 0 to it. (The specific amount of
time depends upon the data rate and can be found in the Intel 82072 data sheet.)

Bit 1 (Floppy Eject) is connected to the floppy drive eject mechanism. To eject a floppy, set bit 3

(Floppy Drive Select), wait 2.0 microseconds, set bit 1, hold it set for at least 2.0 microseconds, then reset
both it and bit 3 to zero.

Bit 0 (LED) controls the LED on the front panel.

Unused bit positions should be written with ones when writing to the register. This will allow them
to be used for input signals if this becomes necessary.

4.2.2. Sbus Devices

Unlike previous busses, the Sbus is geographically addressed. PA26:25 select which of four Sbus
“‘slots’’ is being referenced. A board plugged into an Sbus slot has PA24:0, or 25 bits or 32 Mbytes of
address space addressability to divide up among the devices contained on that board. A Forth program
beginning at offset O of the slot describes the devices on that board to the system. The details of the Forth
specification are described in Sun Forth User’s Guide.

Slot O is not a physical slot. Rather, it refers to the onboard DMA, SCSI, and Ethemet controllers
which, for convenience, are viewed as being plugged into Slot 0.

Slots 1, 2, and 3 are physical slots into which the user may plug boards containing devices. Slots 1
and 2 have DVMA-master capability; slot 3 is a slave-only slot and does not support boards that operate as
DVMA masters. The board containing the video subsystem (video control registers, RAMDAC, and frame
buffer) is usually, but need not be, plugged into Slot 3.

If no device responds to a particular Sbus address, a bus timeout will occur.
The following table summarizes the devices:

PA26:25 _ Device
00 Onboard DMA, SCSI, and Ethemet controllers
01 Sbus Slot 1
10 Sbus Slot 2
11 Sbus Slot 3 (usually video subsystem)

4.2.2.1. DMA, SCSI, and Ethernet Devices

The following table describes the offsets to the onboard DMA, SCSI, and Ethernet devices, relative
to the beginning of Sbus ““‘Slot 0’ (base physical address 0xF8000000 in Type 1 space).

Offset Description
0x000000 ID (4 bytes, OxFE810101)
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Offset Description

0x400000 DMA Registers
0x800000  SCSI Registers
O0xCO0000  Ethernet Registers

4.2.2.1.1. DMA Registers

The DMA registers are accessed via fullword loads and stores to the follo_wing offsets (the addresses - -
in this table do not include the slot base address, which must be added to the device offset): -

Address Descniption
0x400000 DMA Control/Status Register
0x400004 DMA Address Register
0x400008 DMA Byte Count
0x40000C  Diagnostic Register

The DMA registers are used when programming SCSI operations. Other than the ILACC bit in the
DMA Control/Status Register, they are not used when programming Ethernet operations.

4.2.2.1.1.1. DMA Control/Status Register

The DMA Control/Status Register has the following format:
31 27 15 12 10 8 6 4 3 10

DEV_ID
DEV_ID. Device ID. Read-only. (0b1000 in this implementation.)

L L. ILACC. When 0, the Ethemmet/DMA interface is configured to use the Lance Ethernet controller.
When 1, the interface is configured to use ILACC, ‘‘the new Ethemnet chip from AMDpq (CLff
Buckley).

T  TC. Terminal Count. Read-only. Byte counter has expired. This bit is cleared by setting the Flush
bit (bit 5).

C - EN_CNT. Enable Count. Read/write. Enables the DMA Byte Count Register. (Not used in normal
SPARCstation-1 operation.)

ADR BYTE_ADDR. Read-only. Next byte number to be accessed.

P REQ PEND. Request pending. Read-only. Set when the DMA interface is active. RESET and
FLUSH must not be asserted if REQ PEND is one.

N  EN_DMA. Enable DMA. Read/write. Set to enable DMA activity, reset to disable.

W WRITE. Read/write. Set for DMA from device to memory (read), reset for DMA from memory to
device (write).

R RESET. Read/write. When set, acts as a hardware reset. ERR_PEND, PACK_CNT, INT_EN,
FLUSH, DRAIN, WRITE, EN_DMA, REQ_PEND, EN_CNT, and TC are all set to zero. RESET
remains at 1, and must be set back to 0 by software to resume operation.

D DR[fMN Read/write. Set to force remaining pack register bytes to be drained to memory. Clears
itse

F  FLUSH. Write-only. Set to force PACK_CNT and ERR_PEND to zero. Also clears TC and the
interrupt TC=1 causes. Always reads as zero.

I INT_EN. Interrupt enable. Read/write. Set to enable interrupts.
PCK PACK_CNT. Pack Count. Read-only. Number of bytes in Pack Register.

E ERR_PEND. Emor Pending. Read-only. Set when a memory excepton occurs. Reset by setting
FLUSH. DMA activity stops until reset.
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J INT_PEND. Interrupt Pending. Read-only. Set when TC=1 or when external device raises an inter-
rupt. Cleared when read (if TC=1 is the cause) or by servicing the external device (if that is the

cause).

4.2.2.1.12. DMA Address Register
The DMA Address Register has the following format
31 23 0

The high byte is latched by the hardware and indicates which 16 Mbyte region of Virtual Memory is
accessed. (The MMU recognizes a DMA virtual address and forces Context O to be selected.) The low-
order 3 bytes contain the address of the byte to be transferred. Rollover is only through the low-order 24

bits.

4.2.2.1.1.3. DMA Byte Count
The DMA Byte Count Register has the following format:
31 2 3 0

This register is only used when EN_CNT is on in the DMA Control/Status Register, and so is not
used in normal SPARCstation-1 operation. The high byte is unused and will always read back as zero.
The low order bytes contain the number of bytes to be transferred, and counts down to zero. When zero is
reached, TC, and thus INT_PEND, are set to one. Further DMA transfers cannot take place until a new .
value is loaded into the Byte Count Regiser.

4.2.2.1.1.4. Diagnostic Register
The format of the Diagnostic Register is not available.

4.2.2.1.2. SCSI Registers

The SCSI registers are accessed via byte loads and stores to the following offsets (the addresses in
this table do not include the slot base address, which must be added to the device offset):

Address __Description
0x800000  Transfer Count Low
0x800004  Transfer Count High
0x800008  FIFO Data
0x80000C Command
0x800010  Status/Bus ID
0x800014  Interrupt/Status Timeout
0x800018  Sequential step/Synchronization transfer period
0x80001C  FIFO flags/Synchronization offset
0x800020 Configuration
0x800024  Clock Conversion Factor (write only)
0x800028  ESP TEST (chip test use only)
0x80002C  ESP II Configuration-2

Note that byte accesses must be performed even though the addresses are all fullward-aligned.

Since the SCSI controller uses the DMA controller to perform the actual transfer of data to and from
memory, the two devices must be programmed together. One possible algorithm is as follows:

scsi_start()
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f* start an operation on the SCSI */

lock data pages into contiguous virtual memory;
DMA_address_register = starting virtual address;

setup SCSI registers (except for "go”); .
DMA_control_status_register = (EN_DMA | INT_EN | (other bits));
start SCSI;

/* The SCSI will interrupt us when it is done. */

)

scsi_interrupt()
{
/* must drain DMA on a read from disk/write to memory */

if (last operation == READ) {

)

DMA _control_status_register = (DRAIN);

]
For a detailed description of the SCSI registers, see the NCR 53C90 Data Sheet.

4.2.2.1.3. Ethernet Registers

The Ethernet registers are accessed via halfword loads and stores to the following .offsets (the
addresses in this table do not include the slot base address, which must be added to the device offset):

Address Description
OxC00000 Register Data Port (RDP)
0xC00002  Register Address Port (RAP)

For a detailed description of the Ethernet registers, see the AMD Am7990 Data Sheet.

4.2.2.2. Video Subsystem

The following table describes the offsets to the devices located on the Video Subsystem Board. This
board is usually plugged into Sbus ‘Slot 3*’ (base physical address OxFEQOOOO00 in Type 1 space).

Offset Description
0x000000 ID (4 bytes, OxFE010101)
0x400000 Video and DAC Registers
0x800000 Frame Buffer

42.2.2.1. Video and DAC Registers

The Video and DAC registers are accessed via byte loads and stores to the following offsets (the
addresses 1n this table do not include the slot base address, which' must be added to the device offset):

Address Description
Ox40000  Video Controi Register
0x400001  Video Status Register
0x400002  HBS (Horizontal Blank Set)
0x400003  HBC (Horizontal Blank Clear)
0x400004  HSS (Horizontal Sync Set)
0x400005  HSCO (Horizontal Sync Clear, !VS)
0x400006  HSC1 (Horizontal Sync Clear, VS)
0x400007  VBSH (Vertical Blank Set High Byte)
0x400008  VBSL (Vertical Blank Set Low Byte)
0x400009  VBC (Vertical Blank Clear)
0x40000A  VSS (Vertical Sync Start)
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Address Description
0x40000B  VSC (Vertical Sync Clear)
0x400010 DAC Address Register
0x400014 DAC Color Palette Register Port
0x400018 DAC Control Register Port
0x40001C DAC Overlay Palette Register Port

See the S-4 Video data sheet for a detailed description of the Video Registers, and the Brooktree
Bt458/451 data sheet for a detailed description of the DAC Registers. Note that setting incorrect values
into the registers can damage the attached monitor.

Note that the DAC registers are 8-bits wide even though they are aligned on fullword boundaries.
Fullword accesses can be used to quickly read or write one or more palette entries, by storing the index of
the first palette to be accessed in the address register and then doing fullword accesses to the appropriate
palette port. The data must be packed into bytes in the order ‘‘RGBRGBRGBRGB*’; in other words, 3
fullwords will hold 4 palette entries. Palette entries are only stored when the Blue value is written; partial
update of a palette is not possible.

4.2.2.2.2. Frame Buffer

The frame buffer is a megabyte of RAM occupying offsets from 0x800000 to Ox8FFFFF. Each byte
corresponds to one pixel. Accesses may be by bytes, by halfwords, or by fullwords.

If the frame buffer is only half-populated, then only the lower four bits of each byte will be
significant. As the upper four bits will be (weakly) pulled up with resistors, only the upper 16 color map
entries (entries 240 through 255) in the DAC will be usable. Software can detect this case by writing, then
reading, the frame buffer. If the upper four bits always read back as ones, independent of the data written,
then the frame buffer is half-populated. (This is grody — Ed.)

S. Interrupt Levels

The following table describes the interrupt levels defined by the Sun4 Architecture and the
SPARCstation-1 implementation.

Level Sun4 Use SPARCstation-1 Use
15 Memory Error Asynchronous Memory Error
14 Clock Counter 1
13 VMEDbus level 7 Audio
12 Keyboard, Mouse, Serial Ports Same
11 VMEDbus level 6 Floppy
10 Clock Counter 0

9 VMEbus level 5 Sbus IRQ7

8 Video Sbus IRQ6

7 VMEbus level 4 Video, Sbus IRQ5

6 Ethernet, Software request 6 Software request 6

5 VMEbus level 3 Ethemnet, Sbus IRQ4

4 SCSI, Software request 4 Software request 4

3 VMEDbus level 2 SCSI, DMA, Sbus IRQ3

2 VMEDbus level 1 Sbus IRQ2

1 Software request 1 Same, plus Sbus IRQ1
6. Resets

Although there is only one type of reset in SPARCstation-1 (a reset of the entire machine that causes
system registers to be restored to a known state), there are three ways to effect a reset:

(1) Power-on. A power-on reset (POR) occurs when power is initially applied to SPARCstation-1.

(2) Warchdog. A watchdog reset occurs when the IU signals an error condition. This can occur, for
example, if the IU attempts to take a trap when traps are disabled.
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(3) Software. Software can initiate a reset by writing a one to the ENA_RESET bit of the System
Enable Register.

The SE_WATCHDOG bit in the Synchronous Error Register is set to one on watchdog-initated
resets, and set to zero for all other resets.

7. Contexts, Caching, and the MMU
This section describes the interaction of the context register, the cache, and the MMU from the

programmers perspective.

7.1. Context Register (ASI=2, A=0x30000000, byte access only)
The Context Register has the following format:
7 3 0

Note that although the CID is four bits wide, only the low-order 3 bits (CID2:0) are actually used. CID3 is
ignored. .

The context register selects one of 8 contexts for translating User Mode addresses. It exists in both
the Cache and the MMU.

Programming note: A byte store (STBA) into (ASI=2, A31:28=0x3) writes both the MMU and
Cache Context Registers. A byte load (LDUBA, LDSBA) from (ASI=2, A31:28=0x3, A0=0) reads the
MMU'’s Context Register, and a byte load from (ASI=2, A31:28=0x3, A0O=1) reads the Cache’s Context
Register. The ability to read each register separately is provided for diagnostic purposes; they should
always contain the same value and standard software will usually just read the MMU’s Context Register.

7.2. MMU decoding of Virtual Addresses
From the MMU'’s standpoint, a virtual address has the following format:

31 29 17 11 0
A Veeceoooaanaanannn- Veeeeocmmaanaanana T \
I I | page in | |
| I segment (12 bits) | segment Ibyte in page (12 bits) |
I I | (6 bits) | l

Note: VA31:29 must all be the same (all O or all 1). An SE_INVALID error results otherwise.

CID2:0 is concatenated with VA29:18 to select one of 32K segment map entries. (One can view the
segment map as consisting of 8 contexts, each context containing 4K segments.) The segment map entry is
8 bits wide, although only the lower 7 bits are used, and points to a Page Map Entry Group (PMEG):

7 6 0

_ PMEG®6:0 is concatenated with VA17:12 to select one of 8K Page Map Entries (PME). (One can
view the page map as consisting of 128 PMEGs, each PMEG containing 64 pages.) The PME is 32 bits
wide, organized as follows:

31 29 27 25 23 15 0

\" I=entry is valid
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w 1=write access allowed

S 1=Supervisor mode access only

X 1=don’t cache this page

TYP (0=Main Memory; 1=Sbus and I/O space; 2,3=reserved for VMEbus
A 1=page has been accessed

M 1=page had been modified

PME15:0 is concatenated with VA11:0 to form a 28-bit physical address whose interpretation
depends upon the type field.

Programming Notes:

(1) A page is 4K bytes. A segment is 64 pages or 256K bytes. A context contains 4K segments or 1G
byte. This last is divided into two address ranges of 512M bytes each, from 0x00000000-Ox 1 fffffff
and from 0xe0000000-Oxffffffff.

(2) Unlike architectures used by other vendors, in this architecture there is no way to explicitly mark a
segment as invalid. However, the operating system can reserve one PMEG and mark all of its PMEs
invalid, and then point invalid segments at this PMEG. SunOS has traditionally used the last PMEG
for this purpose, but this may be subject to change.

(3) Because the cache ignores the context register when resolving accesses to supervisor-mode-only
pages, the kernel segments should be identical in each context. This can be accomplished by
repeating the same PMEG in the appropriate segment map entries.

(4) A context is selected by performing a byte store into the Context Register (ASI=2, A31:28=0x3).

A segment map is initialized by selecting a context, and then performing byte stores into (ASI=3,
A29:18=0x0 to Oxfff). (Half and fullword stores will work but are not recommended.)

A PMEG is initialized by selecting a context, and then performing fullword stores into (ASI=4,
A29:18=desired segment, A17:12=0x0 to 0x3f).

(5) The hardware does not insure consistency between the cache and the MMU. The operating system
software must flush the cache appropriately before updating the MMU. Before changing the
mapping of a context, a Flush Cache (Context) operation must be performed. Before changing the
mapping of segment, a Flush Cache (Segment) operation must be performed. Before changing the
mapping of a page, a Flush Cache (Page) operation must be performed. These operations are
described in the Cache section, below. Also note that these are not the only circumstances when
flushing the cache is necessary.

73. Cache decoding of Virtual Addresses

To improve performance, SPARCstation-1 contains a 64K byte virtual address cache, consisting of
4K lines of 16 bytes each. The cache is one-way set associative, with each virtual address mapping to one
and only one possible cache line. There is a 4 byte cache tag associated with each data line.

From the Cache’s standpoint, a virtual address has the following format:

31 29 15 3 0
Veeoeeoecaaneceacoaneea- Veeeecocoococannane=-- Veereneneecececaesnea- Veereecoercorcoooaaaeenoa- \ 4
l I l Ibyte ofl
l | cache tag id (14 bits) | cache line (12 bits) | line |
I I l | (4 b.)I

Note: VA31:29 must all be the same (all 0 or all 1). An SE_INVALID error occurs otherwise.

VA15:4 selects one of 4K cache lines. If the cache tag id matches (and, for non-supervisor-mode-
only pages, the context ID), then a cache hit occurs. VA3:2 selects the desired word from the cache line.

A cache tag has the following format:
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31 24 21 18 15 10
Ve-ovooooneoeenn-- Veoemmmemeec e e m =™ V----------‘--:'V""': """"" v
10 00 000 0l CID IWISIVIO O Ol cache tag ld.(M bits) 10 OI

CID Cache Tag Context (copied from Cache Context Register when cache line is filled.) Note that only
CID2:0 are present.

W  1=write access allowed (copied from MMU when cache line is filled.)

S 1=Supervisor mode access only (copied from MMU when cache line is filled.)

\Y l=entry is valid
Programming Notes:

(1) The cache tags must be initialized by software before the cache is enabled, by clearing.the valid bit
in the cache tag of each cache line. It is sufficient to do fullword stores of zero into (ASI=2,
A31:28=0x8, A15:4=0x0 to Oxfff).

(2) To flush all references to a context from the cache, a Flush Cache (Coytext) operation must be
performed by selecting the appropriate context (by performing a byte store into the Context Register,
(ASI=2, A31:28=0x3)) and doing fullword stores of zero into (ASI=0xe, A15:4=0x0 to Ox£ff).

(3) To flush all references to a segment from the cache, a Flush Cache (Segment) opqmtion must be
performed by selecting the appropriate context and doing fullword stores of zero into (ASI=0xc,
A29:18=desired segment, A15:A4=0x0 to Oxfff). A17:16 are ignored for this operation.

(4) To flush all references to a page from the cache, a Flush Cache (Page) operation must be performed
by selecting the appropriate context and doing fullword stores of zero into (ASI=0xd,
A29:12=desired page, A11:4=0x0 to Oxff).

7.4. Aliasing
Because the cache is bigger than a page, a physical page that is mapped by two (or more) distinct

virtual addresses could result in data from the same physical address appearing in two (or more) cache

lines:
31 29 17 11 0
Veeeoecoeconneeas Veeecooececocaooaoanas Veeecoenmeooaooanaaa A L I \'
I I segment (12 bits) I page | byte in page (12 bits)l
I I cache tag (14 bits) | cache line (12 bits) | byte |
31 29 15 3 0

This situation cannot be detected by the hardware and must be avoided by the software. There are
two methods that may be used:

(1)  All the virmal addresses for an aliased page must be identical in bits A15:12. That is, the virtual
addresses must be congruent modulo 64K (the cache size). This will result in the same cache line
being used for the different virtual addresses that map to the same physical address. This is the
preferred method. (Note that the hardware doesn’t know that the different virtual addresses map to
the same physical address, and alternate use of the different virtual addresses will result in
invalidating and then refilling the cache line from the same physical address. Also, the hardware
automatcally invalidates a cache line when a cache miss occurs on a write operation. This insures
the consistency of the cache with memory when aliasing via this method occurs.)

(2) Each PME that points to the aliased physical page must have the "Don’t Cache” bit (PME28) set.
This method must be used if the previous method cannot.

DRAFT Version 8.4, 90/02/11 Page 22






. ———

O~
‘ -
al
=
. = =0
b - el
D © 4)] w ’..M
=C ~ @i - =)
> S
vs
co
—— — e @
: N
< " e
M (7]
m -~
2

SIMM3)

(1 or 4 MD

[(YREXEEL ]

FRC

o
PRI - " m
RICRIIIIRSS: by -]
3 2 ;
© @ g
O <
nv.m ey O
2 s -
ao o] C— ”
D.-lld -
| =

........ ./I-
NI

2 N
R

,m.. DR N //V ,,://. .

RN
RN NI &
BN R Q N
AR / N

O /..7..”

.“ ~ /
,Mow,x..,,m s
l' w's N

|| 29D]

o , W

- A\

NN

,W/M,m///
Q NN, NN
..l. 7 D VN - N -
R SR
XN RNRORRNN

/I

EPROM
27010

!

-
[}
-

i te SV kSR

MUFII

%474

RASE VIO R PPy Y P P Ve i VRN N/A‘i-V”MI/MM

L7

%A

o0y

DA

- -

Sun Private

\gpram

May 5, 1988

Campus=1 Block D
lw



T T | |
l l I A ! * I e
- —_ - An Tdsl
. \ . AT U1 o ust I T adiaes X . CE———
- I . vl ' ' g TRIE L b d .N,__ - .)GTCK
R "o unt s o anrx AT VY. Wt lu_clk 11 ] 10 cLK
' |"' ¢ o wee AT e 14 1u ey
(A > ————e - U Aic<ci)>»
| 1) R > H~l3{:=: mseil U A<
i LR ;;: 'l U l 331 ; g‘.’}“‘ p—1 vee ' 'J:I{I ;
: bdde CRD '
' _ ‘o > Asjog® s U AH<26> )
arof | ewms F397 > 150 | q tu-anc2d>  shaae [ !
: U AlI<24> sB-A<c2¢> |1
1 Cin m b6 - 4 aapL0s Ul Sa-Ah o
[ 8 K - -
- - . <52 U-AH<C2 > SBAC26> -
I o VLI | e L? 1 > xo Uancsl>  SH-Acis T
1 v 1 ' Fepd> > U-AH<20> SB-A<24> R
s = LY e > RESET® sb_resetr U—AH<] 9> SBACLY o
,‘T—‘.. . T—.”:‘;“ bumyart ls.-lalla.l toar 130 tugie 1V < ] > - U-AH<] §> SB—A< > \1 .
) . ’ : 0 ¢ 1M°0184 <194 > U‘_ht( > ngAC > \ o
‘4 val, » lr a < > S A<1 >
A -.|m YY) ..: %" ; - SB A< |- 1€ _ M
- I . D F uc U AL<]5> SB-A<] 8> ©
— ”l g .. e e e S8 LALINE S A I T, ! 4 “}S'Kﬂ; | u c“z o-atd D> SPB-A< *) — { (
xule D> 1 111 > “CLK - <13 “A<] 6> ]
?' o | e d CHOCK ' jos]. ' l |31 > A [ERE §a‘§: g: - \ )
o g L gt : Rl ERll s o \
t.:l.lh;? T mlac cl <]0> > A<gP> U-AL<®> SBTA<| ¢>
| I s it i Cale el
A} <1> -
L - - = = 11 CLK<)> u lk 3 Jeceey <@ A2 |. <9> )
Al en® CAlt ¢ Ne IU ClLKe2> _n_lu_c k2 4 _Jervo < :: ; HL: : S _R( > —
la Fa1?7 1704 10 HAL® - N _Jooey <§> o ¥ £ U-AL<§> g “AC<) c
L , ctue ca¥ M cim: bNe 0% < o1 5 ¢ U-aL<d> g -A<é> 0
Codwe: en¥ M CPWE. EN® ry CIx 1l 10% _lenec b B¢ 4 UAaL<Y> “A<H ?
119 ] e i Ef > uap<)> sB-A<)>
v Al 4 sih h\o 1©.).0° -
I.. acls 40 f:; A<l CAR CIK )¢ car clk Gﬂl‘g&m:; < : A: ; _e<lS,. .0 1U-AL<0> gg_g: ; n
- $B AC
t s ) SN S12¢0> D WEcD>e .C] wadp> 184_jcCrum ACI 1U_RD 9
Wb t'?? § ] sn stz CO Whc]>e dcd vec)> AN 48 g :B SBACO> 1
! ¢ Yl 1o w Eg mf: ;: g ::: ; gg: ; ; U~-NU R 3B S1E83 b ale<2..0>
"W owe ) X ) _ <> ..
shulds — U MHOLD® —CT WE* ot wet W0¢qcee PC&\! vg. :: : ilrth "c igzgli(x) -
U _ A - - s' -—
X %0 XCe fiia - SB_RD }3b_rd
P — : FND ND <t¢> . sb-achj2*
--- 14 xst LE al_en 'ncg "EF R: > 3-,’:2?(3- sg’AEgﬁ. Hisb ackse
POK__. [E%Y*/PORe OE al oe ms U—AOCE* SB ERR® sb erc®
HY eha: riuse LUSH Acp> JUTSHOLD®  SB BRCO>® - proe
b byl s TR A< U—AS <3 ga. g: ;: 9 b brie TRONYS
b hql:-‘; e sCix4 |4 oeclhd :3%::;: “ g : ; : : U-ast<d> sg—g(;( >e ‘ - Qe
| ot ng2ep1q el 10 De10> g R @B Utasf<l> S8 BG<[>2 hRdE DALY
o lufbd’: - u- : ; : ; ZAS SB—RESET* sb rédset® n
" . o ap | W bae U p<gy> i: 3 1U_WE* -
L:{. sb_rescl® 88.fsuer :3%:;:: A8 1§ 4 . PORS ::Utr: ’:
., [1] S, . 4 > |
~1 LA § hpulo_tln —rae 10 DD uU"_B‘ > u sl <}> MMU-S 5 msu statistlice<?. . 2>
. 651 mians U D<V> <21> U-Si2<Q> CYT AP MMUTX
| 19 GUR . C < MMU <]l>
Rbal 10K G U D<20> uPpetd> U- ERROR® SIS/
’ ' J"I :“ v 'Dd’,_j g : ; "‘su E g : ; H"U_ YP«
= o U D«IO>
R 1] 1 :" . .hol_ﬂ.__l_[lc semi g ('R TR I W hg' < ; Ilr_ K A: ; sg.“o user* "
co L oum TULY e woii2 IV Delé> < RSy DEVSPC® devIpc
e . L o a 2 iiqo fu'D«Id>» < > U MDS® - 14 venrne
teoZ=ae Do LHIZ AA L ddue” 1l U Dala> ol U mMEXC® CITA<2¢> 5 o' ct) <0
v el T~ | oK mde® wes vV 0<)d> 1 U« 10 AOE® CI_A<¢)> ¢ : Ctl( >
VC “0'3‘,. ¢ :3%‘:{"’ 3 < ; 1u_smoLoe .hold‘\q "A: ; g bE }¢ ° ct ‘l’
‘-N“ < > . [ ] [} \ [ ]
. B to-2e10> o B4l uasiep lu_nere 31 | NI Iy - >
D> | 181 (U Dep> U-ASI<]> —A<] 6> on<g> |-
Doantnad: shaped teslpolnte are 1w B> [ U nch U-ASI<D» cT gg: ; .
- <)
stutted with pins tlor proto bullds). :3_%::: : . g_g:!; 1V IRL<I> s teg<l9..0> - c;:g:}; 88: ; od<?. .0>
A Clrele teutpaints Are pads un the buttom of the :3'%::: g : ; |3 IE .:8; % poy § —§< > gg<x> A A
. <U> ™"
board lor tester access, :3 g::; 1 tu : ; u_ <> “c 8 ¥ O’L ofncu:
——
. IV D<O> l D<0> - ¢ wb oe®
| - GND CND XTST ctue en® TWE EN® 1] L4 ol wb ‘ce*
T cduo;:n §DH5;EN° Pl 30 Inc*
S T - cd o D ot
lu_datac<3i..0> ‘-(\ _ é{m Gi * lu_irld..» car_en’ CAR_EN* . 3“'
CAMPUS campus
. TITLE: DATE:
il bt UMENT (Gl AING INI ulmarlt.m I‘H(JPHI.LTAHY \\ c'nBus-l schematic (U, FPU,
(s LN ML Y. I PMS INCORPUIATED (SUN) . USE OR ' ' S l I Si-Cache, o_a buffers Fel Julp 15 09:57:11 1988
VILUTOSUKE WHITHOUT JTBE WRITTEN PERMILSION OF AN "' u : PACE:
r CHEICYIE OF SUN 1S o Xy HESSLY FORDBIDDEN. \ microsystems tonw :
culyielent (C) NUN MICKOLYSTEMS INC. 1988
" ] ) [ 6 5 I ‘ I ) 2




+HINL

|

"
9 4 ALSASOI MW IS o) D DIAD)
S A 0861 "IN SHALSALGN MK il e 1t il § e
A - _7 ' "N3INQTUHOL A1 ...".“,__ .:.”.___: I e
WHAd NILLINM Y
: ¢ Fwe1she010(W "\ zﬂﬁ.ﬁ zo“uw_m_ TLYEII L W K O
AWO Y S . ey N LA
¢ — —ua CS m ‘\’\ AUVLEIIUIONA  NOJLVWHO NG SNIVIE
: 30Vd \
8061 55700701 SU I 114 1 <as euseyra vwg [-endus) TILIL TR
:31Va )
—0 O T x@ op Txo M—:AHEI.Eq
rxﬁﬂ Gt by 2 1 1)
) Sl }D Om} t g Ogi Ha ﬂnﬁm - aNoo) T T—gun
1 ‘ 1 P_ :.—U Bﬂm oI ] | 1
] : nd Ut 9 CD.* mu._m* . (
1 F .0 O —d Gy 3er] STy
3 ] m—amm — » ﬂ‘
2 °
“f ke ug-gm—eug o S | & e
= e Gt L
| —Tn0d DC-...‘L Q U Um o 0 umu o 1D OSIW
- 2L . * -
pt Of —.a ﬂ”ﬂ O 333y 013534 o9
| :D 0 7] QG M B naofm.._qm [T UNo
H— 21 oV [
H - 2 O o O, obd G, 0NV e
: ot " Qo .@2 v :
“ Da— .nn naﬂ (14 114 . h% v <2’ 9>V 0l
-D * - . ) [
; U G, nld U, *OAS v <>V @S {tsiuy¢ +SV. 05 o P
2 ‘t 0., "’ 'y i3 v 15 < BNV IS wh Y
: ”MH : as ’
. aN‘! 001 i 1,04 <1>V QS B vC.
uy /0¢2 G U Gy oY J ,d10s "o .WZ TH Y.miiL.v "
ssLon 10 On [T - Ria2 8 EHA, <>V 85 [y
0 Orf @ G O ™ 2188 13534 0 gnves b
e 2> —s "e.
0 i Um ] «3P7¥ - ‘1183 ..m.u. xw.muf *Un o CHHAW IS T,..;_u "
n—.nﬂ Uy . : W13y —ag: :
4+ —0 0 Ar_wn_ mu._c_ Oni i i 3103 N "“ (=3¢ IV fady o .L.H...“m.h..."
ﬂ.- .h—am 3 .- - ] u@ us i .O LU S |
]h.InHG Duln * o¥ lf <0>d 0 -m_ w )y Qe
Ox- il US K¢ 0
2 w0 oo o o et s S RS
' L 4:1 4 * [0QS a <f£>Q ¢ J o S e oas
3 —PI—n e . 200S - ol 4gs ot
3 I 0 o ™7 f00S g H— RiE
= 50 0 e M 1§45 g HERIRE IR
3  S— ﬁll-ﬂ Br- «opv 1 3343 aff- - <i>a a s721s wi | §
2 v TG o fnéas_ 1LQUS 0 2a0620S LU | - corans |-iq
m_zo rdd.u murz O0SNNOD 0 LAEY 14A0 3 <> V% | e
B AN | 19u131¥3) OGNNOD AT Y b / \L”“m A m Ava S w“ —
.Foﬁa S .. - - N — .. g > Sy - -
. i aviIn .. ¢ b UL s |-
0 wo:om wisl stLon 6L % oﬁo 22L0 ! .J¢m““ muF 3 .:_mc ”“ me“ “"v ﬁ"“
s o) v N 1 4
Y _— T s SV ) : mw .mum u“ M..wr us «ﬁ
UU 3 .m‘ﬂ— - . ¢ [ 4 V- ‘—“ . Ff
- < A ]
- Y SRR [ v M 0] v i <[l>a uy { a4
.n.T ns xo e 7 48 Haby i)
056 . . 1531 [ LA B {8 ] <Q¢>v 4 G410 ! Lb B Y .
2oa b mm LT 3 ¥ KL v . v [Ht 4t .wm«“ by ~ BN PR Y
l Ix (ev |- | BRI BN
3si N4 (v 3 < By .
oy |- LA v = R KRR S ey R
e WA F i fa |4 =R K I
o —1— ‘gt gt FIr w1l fo t 4 y-———(=H AN M SR
‘X QXL zuw - ] NYED vl ST .._< (9 AN BN T
At ] o3 wsts | 3% |3 bl pmad ot i
-ta o . - - —_— a1 e |—.«L.._.zmw: _-“". M M"m._c (0 1 ““. *.—
S0 C S R i N 10021 4 vt - TIRNEL Bt A BT
b Si> b $i 9z10n <>e ap T¥] Hav ofva | o) :_:2 it SR RN s
DA " v | b T R B R I It
Y] !.-ot > > .@ (Q N “““ ~M —h “"_‘_ “.““ __. Yk . !
> HW» ﬂu! uq\ N9 GiUD nWW oy TuW 0l e 1IVQ) LIV :S“ m“. il ..._ TVERTE NI
» ~ L R T{]
m“ -vw S 9 LREA D] 33yna JA_ 060, WY {
-~ - -~ ~
" o= w ©

A AL

I




¢ 16l z _ ( ’ | s A ? i_ . -

ﬂ 9 A¥O ) ‘ 080G " IONI SWiILSAenlald NOIT L) e b))
: swrichs01d|w TNAITMMOA AT s ) 51 B 1 0] )
= Gg ﬁrW \\J’\\ NV 40 NOTSSINN A NAJLINM 000 il 1M b tog v, g0}

Beel 61°00°01 SijInC 24 HO 3SN  CINNS) GAIVHOAIO INT WA (o W N 0
SWHIS PU®P NVH-§S ‘Dji1vaeyds {-sndwe) 3 . oty N .
LVHNO IR SHIV I MHGY il a I
:31vqQ :971111 ' AUVIAINA4A0HA  NOT LVHHO ]
SOdWY) ANTAVAG
« .L-v
<l
v
\a
/ (N
{ 't _
<> NNV
| . le 3 2 .mz_zs. -3t
i i 11t o l3N JSWVI g7 ] "
_ r_ f Tt ¥ 4 d41lWv il WA
. “ ! xlﬁ i o <P2SVI —_—
_ _ i QAMVmCU oWVYYI3Y wm T SR
! on wcl ”03 n°3 0 <9>SY) oSV L A
mmmw Jsed HE jses " rel>svd «2e¥2v-8s P T
- b - . -_—————d
Yisel v isel .~ms .~n3 «<P>SVY oW us FH— rar
m >0V m >N M R x " wmmm <Q>Z}s AS
4 b— - — s — —— - - -~
<¢>QV <¢{>QV <¢>aQv¥ [ ¢ < vm< ] e e<ti>S Aan_m-cm [ TSR LA
<t >av <f>0¥ Avm« <«f >dv¥ <>21S Us [ e
<}>av <§>av <> <prav Yy \n .v«u < ~us
<SHOQV [T <S>av [ < vm« <$>aV 7 <]> >¥d- 2
<§>Qy <9$>0Qv¥ <9 <9>QV <I>|VH .w¢amm
<l >av <>V <l>0¢ <l>av <«t> v «H>vd
<§>av <§>qy <§>aN <§> Qv <h>IVYNH <f>V¥ :m
Amvnc <g>aVv | < vm¢ <g>Qv [~ l <S> IV < w¢ um
<01>0V <0l>qv <01>av <ol>av [ ¢l A Lt M w «_.... ¢ v«a.mm
Na _ | __J1000XNHYY | __TINCGOMKEYY | | TINGOWMYY | | 1'1INC0OWWYY X <§> 1 < v<M.mv.
<G> {VYH <P ¥4 1S N Li>rv qx
| § t 1<01>1{VH <H>¥.d US
l — BLIUI 11} 3 L1y te’%0n Ze%on Mw w«mum
< >
t 3359 Mm w«a.”_m
<[> i
5 B bl
m e <t O>SVD <t |j>vd4 QS
1 ) ..u >¥d. as Y
.. - " v<Q>S <6 [>vd WS ]
<0’ "1>p qe 1 1 { N -<1>s (IR >
(i <d>sw <l ¢>va s n — R T
r ai BRI {2
<Q> <h¢>vd Us s
<{>Q¥ AN AL .
" ~ T4 L " <¢>0VH <3¢>vd US lmn
1 ¥ ¥ <t> ﬁ < ¢rvd Us ‘
> -
M W v 't v M >0V W) [ T T T o
v AMV ﬁ PR T R
. -4 S, 4 A v
£e5 tes ies <> oV -~ ewiivd Prx——7 @
3o JAsed Osed Ry (] cqrovm W s > — - | 4
vesel sel sel |- v ] <nl>0vN oot Piv T v
do>qv dp>av Ig>uv |- .
<1> <]>0¥ < uvi_ d
20 Y R
M wm« <P Qv <g>av I 1y9cn
<$>aQV [ b3 3404 O § B <$>0V
<9>ayv 1 <90V <9>av
<l >aV <L>0Y <{ Uy
<9>av | ¢ <AV} <§>qv <§>av |-
<§ >0V <§>UvY <$>0V Tm <§>av -*
<ol>uv I~ <ol>av|™ <0 [>0v <ol >ty
| AINJOWWYY | _JINAOWNYY | E | 3710JOWWYY __|
Li90Nn . €090Nn LIoN 1ion *




- l [ "'.."*'_“'"J'“ P ) 2 i
qlu |—I. )
- tir ol MM N
UL O bes D)
L RITRITR I
A RIUERPLE U Regte | H1 s oAl
U e 2u Shv Achs> | 9 st a-le
—_— 31 102 et
T etk Y Db 20
L R ITETIYEY 500 D)0 ’
Tt pedas N D29,
a i nde S pe28- | ] J2
LA
) P ] ! [ ]
1 1u nrib» sy PS> [ 44(5‘2;5
— (11 | 1U D)o st Dg> [ 1P /’ \
- 1) I hec]@® SI D« }) 110 sime
{ bl SB Ncs2> | 4)0
[NV AR Y| i ] 7 he]é> Sh !(? '}
of THITE ES) 1] L<’§>
- ; “ <} §> sn D<l9> ] ,
'tt’ u {:: , §R§: ,: [~ 10 sh acil. 0> AGND )
— {5 ir nc])> SR N<¢lé> )
5;. THITAL SH D<¢| %> [_Jbo 00 ur ), STEREO
i he<o> HE M= u3 ini_n Y [] ;
<®> < > N
s 30«% s8-bcld T T — | T T
<b> <)l c 4! 1 cin
[ 4 U R( > SB B< A) N € sout ! P—-" q LGND
1 U Dcqg> $SB DY sb_teset® teset® souto [_1] 1 i_l
] ek sk PRt Bk T STTY
q* Y
; 3 8( > gg B g> sb .:l > ' o '
<O - > all 100 uUr
al oee : sH ﬁ > to a¢d> ’! o U D C1
lv meme e .____-H 14 MEXC® SR~ 3) - « SOUN
__8{} DMA® b3 > '),
su"ﬁ I> 1 a
. PAHCY snh- > a3 s 12 Ol;v
pac<y. 0, / . PAHCY> - j 44 -12 -1av
. - PAl<c] > SH sh rd lod<?..0> 4)
—_— PAR<O> SA ACK?Y ob ark)2¢ a2 AVOC VvCC
acleram® [ | AR EN® SN ACK IP tnt . -4 ol AGND
par s T : ] AR CS* S MFMFR sh Tnte € D FTIY
S8 RFES sl raset ®
1ope?> -SB f sbh an® dac wr* dacin |
1OD<g> - = dac If.l'jj eacin 0
| 10hcS> -
taf U» tOncd> !.4 audin |
b« 3> . audin O JI101S
“',{‘ > aur _vr vce R?
trod I Oonc)>
onc<Q» P10 SEL*RKY? _lﬂkll(},
fod en® Y 101) EN® = 5 R10JS Uoe sS4
- 10 - \ 300 LED SPKR
chivlo deo i oa: ok EELE SIS PP YW TS B
Wb o0 ° ) , @ O<H L
e e 1% ch OE* F odr ] - ' " ‘
g 1-———ig smo> e a <
— < N
o<] - an_244° : ‘ ' I !
- [2_) SR SI§<6» (014 | S
sh szl 0>~ 13 SH 512<0> beeimimeme - - =1
vCe GN
§“:".., e CO
o b S
4 &4 = -12v 2y vCC
GND
] plo S5 (1] ] Internal 03;; Drive Internal DJ:h Delve
/r 147 dsk chande Floppy Pouer Power CJLnoctor 2 Powvar CJ%hlLlor | ! .w;
[}
l’ 3 - \ A sb_acl)l..0> MINICONNG vAaitds
rv_se 1 A b2 Al — 1
2 ] P |
—— te i | - CACICAR
\ et 4 J L
\ led «12V cho vtc *12V GND Vce POK  GND
el en GND VCC 12v
- Power Supply Connector
a)l oe*

_DRAWING cCAMPUS

IS O UYMENT CONTAINS

T U MIECROLCTEM,

INFOKMATIUN  PROPRIETAKNRY

INCONPORATED (SUN) .

DIWUEDSUIE WETHOUT 111y WRITTEN PERMISSION OF AN

O 1CIH I LF
(GEYROGHT (1)

SUN IS FAI'PESSLY FORBIDDEN.
SUNH MICBROSYSTENMS INC.

Use OR

S Ul

microsystems

TITLE:

Campus-] schematic S4-Buffer

fri Jul

DATE
15 09:%0:50 )988

tonw

PAGE

1




. R S R T T ..

P4 UL D) ) 0861 ONI SHIILSASON W Nitte 40 Q. [k )
cwd16hc020 W “NAGAIUHOA ATSS 4 IX T 51 N0 40 4l 4

SwWe) IYowd dyrvweyds [-sadwe) 40 ASN " INNS) QILVIOMHOONT “HIL% A5 TW NN 0l
AHVIAINAORG NOPIVWHOINTL  SHIVING Y IR e e e

:30vd {MAINIONT Ny
086l 00 85:60 n_t_.;. IBR) G j m ‘\"‘\ NV 4O NOISSIWHNAd NALLIMNM A1 LNONLIM Jense 1S ia

:31NVQ 137111 M |
snduvd SNdWYD HNTAVEd
L
F
<0 TEHovY \
aND
U3t o e
))dl and v.”n
- - - Hg
<l>on PO <{>on po v
pszoy o -
30122 1m 3030 I8 LR L TR B
wc : .
'™ ’
ty ) in
by )
%ot Sv Y
o N A
Yo oy hE 0o}
by 1ng
O-( ~O-
vy ""4 “ to)
o1] vauen ¢ Y 1
wu-.ﬂ: -u‘ { yasey Ov
a3 <0 -1>a | MO0 wn_.u_“_u‘
91" "£2>4 0 otzon 17
033 n
Oy .
™ (M ]
ty
"4 c
o tpmEe b gy LS
g —°- “ .u:. ]
—Z I “|
e (ol ““ h s imi
oty ..
wve M"“ - ,l_n.w.\_ — ;
01| Poive g3 ) 117
¥1aga0 - alD Ml aTane
= 0o bo  wf H
-Nh Wuc - _.._5 B
303> o a8y )-
“‘ n LYY ) "
i : 1ezon e cop ¥ .
ty |- "L 20 IR/ > flnw_ -. ﬂ_ X) (1) .
by .
%01 Sv
L o) v A facon |- .
2t 0, | > —
P2 g I M h Ao’ T e
oty N fqp .
Iy b - * 'n it v -
WYY gy . L,
ot| vl ¢ ¥ " 00 al L
- 18 cl A ., L.
oy <8°"S1>a Zrzon vl - R
¥ 100 czd. BT Weneo w <en"pa el 2 ]
H ) .
ﬂnuouuu- 1030 W f—m {oa; .« - R bod
e T G st >4
v - - . [] tap #
i : e A o
v v v
—{%1 "« r—{ %1 "“ - o“u uY.
-4lot % -{4tos Yy 1y iy '
- “Qﬂ "‘ - “an h.‘ ..‘ -vh Ad r
A M " 6y Z17on =
it s
wee V1 we iy
L] M-ﬁl.ﬂ— (ly o o MMK.C- iy
RALELE [ 9912020

_ T | AT .. | . . |




O LU0 MICIOS Yl My
DS LOLCIE KD

INCORPORATED (SUN
1 WRITTEN PEHMISS

). USK OR

IUN OF AN

2% SUl

Campus-1 schematic S4-MMU and RAMs Fri Jul

| | I B , '
e - ; — T - - vo43)
uo439
mRALLEt
1} ;u ‘H’I' "L
U DA UL 11“‘ 14 -1an ,‘25‘ . m“q? ~ :::3: PRI Y
) - N 0\ aBee R [ ——— A Deb>
————-— C o e————— bitl ::; ’:‘ ) Iacd> DY
S4 MM e 1A -y |E :::: 8::: sh lld‘),. 12>
- | ae —4 .
R T -t UK SIURE i lH A M-l = :::: g:::
- U 1ithe > Clhe 2> "‘- ) :: 3 A<)> 0O«O»
1o Tate d Qo ‘1] U Juj<> (‘Ilh£> . ,',. - ) - 1 At Red>
< u-tite 1> cin<d> ' / Al Ay  cElas_vec
-— Ri.<0> I'MEGC > ‘! ’lﬂ’l.‘l‘? - :i P
' !L-__-: .Lﬂ CONS‘I’_C'K =:==.:.Zg; Rt 1 AOWL® C3* oOL* WEACE®*OL"
« 13 0 A MEGC §> :.';' A
1o A . Qs /{ O A MEGCec)> [0V
h ] A<£> PHEG<£> _Ir 0§30
-A<O> ; [
o 0_A MEG<O> r —7
ab_ad __ 12§ sB_wp SH WR® ] a<i> '
al_ngh8* L SB ACKe® Ea =E:x;: 4 A1y e 49
. 1 ' ARSI WR<O>* ! A<S>» D<tb>
s -4; - SElehe ™ r h Do :
:il.-':'.‘[" — : SH-SE}J 24 PAC2T> At Db [
shweloy-—"1 SB-SE(,<0»>* PACLE> l:5> Ded>
3-" Uf-c SB:RESE?‘ g:: ; A<é» D«i>
i-u . 1 HAMSEL PA<2)> u;» D<0>
l‘uh_lt : ~ == == Tt s * { u"" cn: PR:‘ ; ::‘:
i’..:'-l-‘-i'c — { ggg l‘;o A(*' > sb_pa«<21..12> A<o> ce vee
R T : SCC‘#P. A(1 >
Jn—teve DAC-XFER® aclp> WE*CE*OE*
f-acas T TUDCS* Acl)>
u A } R Acle :_SF
QR LR ) ‘PROM RD* PAC] 3>
LY ¢] £b b Ae] >
Wi FD NR* A<l >
JAT Wil DAC_WR® PACI2> 1
10.7] 2 10SEL" MMV ? Acid>
Yord_eepe s 10D EN® HMU W 3 Acli>
- . ~ (Y31]) |
eI AUX_&R' n":g% — -\ mmu statistice<?.. 0> A:b’ g:o: h
MM TYP<)> [ - Ac» D | ]
'-‘!-'-339-';; HQc)>* MMU TY <6> o 1A { ::z: g::: u_statisticec?..0>
' e
mi T ————{ [ife: me T FE = M SE
% 9g° 1 HQ<cqgr - Acd>» D<l»
ab Yusa T 11! HlicSr o S AS® ? sh as* Aecl>» 040>
i oy iR R BiEantioe ah
2 Llrae 11924 1RQ<9> C I.t > - cLi« :
UlSS CTl.¢]> [ ct ]« WE*CE*OE*
P by 8 |B e a <|g>: CTl<2> . ctl<>
FISY Y <1¢>
?)O b’ }13': m-lﬂ mga > 335” ir .;? RO4S CND
. > L
sh * 11 1RQ<C1S>* onedy> [ &
. 00 } lOK
v 24 :{:,: > :} lod<?..0>
.,[:ﬁ I'ARA o< > -
8_ QDe Ob<]>
. on«<d»
al_uc® UMA®
DBAWING CAMPUS
IE DATE:
INES 1oy UMEST . fhAINS  ENFORMATEUN  PROPHIETARY TITLE:

15 09:59:13% 1900

1

UREICL b SUN 15 EXPIISSLY FORBIDDEN. MC(O’V"‘N tomw j PAGL :
L COEFYRICUY () SO MICOSYSTEMS INC. 1988
" T " 6 5 I . [ 2 )




|
|

). ll"'t '4_'

b ar )y o

lll ‘|<‘ “’

1.%0)

."I' el

Lt )

LT
’e

ol_@ol.
{difr

thand

L RE1Y,
far)

Je
%

VR
U0u I tatsa
e D> RallA
heg> TRa A
neHd> ATaCA*
1 XL B
NI UM A®
IN<Y>  wiavyar
Ne]l> vrn/a@ae
D> RISA®
CTIA°
DCDAS
kb ad* )yp)e
khﬂ_uﬂ! Re TatiD
2alld
1o_aads h/ye ThaCo®
(28 ATacH®

{o aald ,3:_'-

TVl T T

sYW Bl .

Qe w/nigee
V‘k_ INTACR® DTR/RTQD®
it} '3E1 K
T_1FO crsec]_
CLK oc L
cc *
- uoe ) ﬂ
-
, z:.u l.n
) [ X ]
( e voeld
’ ;; ::: "."D” v v v v
ald 8530
:; Ay 0 7> TabA
N < RAOA
AR L 2 ML B peg>  rencas 1R LL
-3¢ ae N R I35 L =
>
R B N - B J0c)> SYNCAS
Y :: 8: n (D<d>  winiyar :{
l Ae o/l <1> DTR/NIQA* —
9 (™ Q1] - D<0> ATSA® d
(hataind URE FEN LY RN L e o
_nn scc rdA koo
v LC_WMI _yp» 7209 X
"ln‘.l_\' hal}d
o a<ce 70 T0atLn*
1K it o2l I RTaCH* ) 4
-_AIW.'- lo a<lm_Jy/C*
L syncee] "__-__-
"'_Vl" I HQ* -/’uqv — 27
_ Jintacne oraszarge-
e vazfite aron. ar
X e
g P—  ZIE ocos
fovede 2 >
s¢ Lhd

WULIL: lnatal) fjuspers to o/ 12V
for RS -2)2C Levele; otherwise
oconnect to CMD

RF |

. ¥4\
O lreset @I
| &¢ ot
tk‘) h:
D> ]
vCC D¢Y .
D:l: (‘x
O<hH» wrdta
Ded> da
o> de
g 0<0> Nhdsol
. fd rd* 2 |, q¢ .o.l:
4 LA A CTS we
¢ ) o
o 'b_P‘<lz”:1 :o' '::d,ll.
(- 4 dw
1¢
X0
AGCND
CcC
. _GN
B2S JOG6
tC
-4 o
a ¢t
Q &
Qe
—0

IOGND

QG&QQQQDQLE

ljv sb_a<i. .02

lo_ac<t. . @

\
\
/

/

CND _ ) ",\oﬂ"i'i en_244°

|

ol ey v}
Lo e )
toryel. nf

ot LMK,

VONIAINS
e W MLy HS TNCTLRPORATRD . (SUN)

Wllerratt Tat
P xitted 5L PORDINDDEN

L 1T I

v Uit MICHOLYSTENMNS INC.

I NFOIGtMAT TUN
USE OR
WIITTEN PERNISSION OF AN

1988

'HOPH TETARY

‘\
A/
"\'

S UT

microsystems

T"ahpuo-l schemat ic
SCC’» TOD EPROM S4-Clock FDC

Fri

OATE:
Jul 15 10:01:34 19§

NLLEN:
tomw

J PAC‘,’:

7 I .

5

Il « 1 > 1T = T




- \uLig - 9Kl ___ ... LUYBL - Uy'.8
:: T RAMMUDULE T e : ; Mm‘ltll‘ljilll f' 24 :: W\Mﬂltl mfﬂ.'f: BEX : : “TMMOL: u t 24
1Y TAnG O 1 TADC) 0> Y Ianpaio» L 1Y 1AD1O,
h Mu& “ M)(; ) ; Al )> __ﬁ A«
)< > _
T MISRHE ARy s 18 [V K ,
AR B o TR e R
, 5> 3<H> N .
1] An: > 11 1an<d> i Al <4> _1AD<§>
e e 7] {88
T, T TR T T .\ > S 1 <> ‘ AD<]>
) :R: X ) 1KJ:D¢63 ! N » LI z
i . i rivee MAQalu. ) g2 ] NEp— 175 N T3 __T 13s-, d S ras
. 54 1AM ::0‘2 o e as f‘f}sﬂ ggsﬂ Cag
¢ 4 e e e - —_———— Py
® 1 .3y AKA MAOQ<> | J) _.D ) [ wo we - we
b ~—4 Yy e ] : san:gr - _ e .. d o
) e
, ) .. { VIR i D of 5 ¢ i dj 321 1”
) i V'A-2 0> MAQ< 3> l;.: oo
10 LI 1 Ac g» MAQed> | & .y a3 s - w s
IR IR I H H S e —
u SIV 1A« 1» [~ 1E — 1. .26
e A\ B EGE mERR \
[ K | TR ’ L] - - ]
' ’ 1 sb vn-fé» uns<x»- I - | | 3. 0> c
WL IE R It e o
£ 1 :'A- ,> CASc)>* e - <! o,]
S_| sis 1A g> CAS<cQ>® e .
? S BAc) S CAS<]>e .
i PA- 14 CAS<0>* 4
20 bas | 2> wioe T
S A« 3) ' & T T par<y. 0>
g“ :R’ 1) MA 0> ] /
< < n »
e ar ld W) S} I'A<@> "a <9> e '_ — W 0
- — ' . N RRMN N 1 N[ RAA U 1| 24
g 1{ ! Wl T Wi T i
si .A<g) malee» L8 12 AN . AD: (13 - AD<] 0> :D: 2)
I S (A< MHAl <> AD<E)> AD<®> ‘
S PACYD HMA <) AD< > AD<C)> :n: ;
Shh PAcC)> MA|<2> L 1AD<H> - AD<$é> 3
SO_PA<O> M b DF ¢ A< <
A 34 21 : RIS —H A5<3> 38 <
e e e AT Sh S z<£r IIAS(I)‘ -
I - (ﬂ_ Sty S1z2<0» |ms<§ - AD< ; ] A< E AD<« ; o
e 42 ] s o 1 iras ras ras
-‘.r'_;..‘a'i;" ] - ”0 SB ACK)2e casQ* casQ‘ casQ'
- CAScl>e _ C&§ Cai Cdi
epile = —— =Y M g:ggg;: : 11l t wo ve we
.‘.._.!'_‘. - . emm- - - Sl'. -"‘ CAS( , 7,‘ -4-' ) .l
e """“;“' ““"'FB WEle 1
— 33 | k<) 11h -
- 10 ] DARK<O>
GND
. = !
2 ~— A
1..20 J
A
/
al. 07

DRAWING  camMmrus
TITLE: DATE :

Cempus-1 schematic, S4-RAM and S|MMs
N § Jul S 09:59:58 1908

f I N I AR 1] LUAITHS  THEORMAT ION PHOFID ETARY ‘

F 1 SUH MLk LT H . THCOPPORATED (SUN) . USF OR . ' S u n
Bl e e WIELHESIE T WRITTEN PEHMISSION OF AN ' %' F -

LB o cuN 1S X1 S5LY FORDBIDDEN, microsystems o toaw PACE: .

CoaYleletd g ) et ME e S YSTEMS INC . 19880

~ ' [ : I : I ] 2 I * | i




.}b:'.-:l—;_e‘ —yee

6 peI—EO  S——s0_d<i®>
<I2>P c-——:—E)' G—"’b d<20>
<EZ5P “__e G,__.-b d<22>
03527 a-—-e O—

<5352 -,_..9 O...___.lb d<24>
<. .2>32 .-:-——D G'—"b d<c26>
cEz>t u.__e 9___': 3<28>
.5“7-:,__"_.9 G__vcc

<°7>0 “__.e e__Jb d<i0>

N s 2 o—ce

<61>p ar—=%) O—'——"’ d<18>
<125p q.—_—-e 9—'b d<20>
cczp as = O—_'b d<22>
oGbay qo-—-—Q G._BII'D

<525 q.__.e o__lb dc24>
<:2>p qt—e O———sb_dc26>
<§2O>P Ql—"e G"_"'b d<2¢>
eobi1g c-'—e L—cc

<TE>P q-——e Q———tb_d<30>

<2>TTE al——'—e G—“"b '12(‘><0>21l qc——e G—"b sizcl>

<Z>1%8 ~cy—=_)

Q__.sa rd <z>118 q.__e

G____!b rd

e ar—D G——'—"’ d<17>
apbat q--—-£) G__VCC

6 t>pqe——b)  S—3b dit>
e ae——p  O—sb 20>
<C2>P q.._.e G——-lb g<22>
«sb17y qt-—e G—""w

<ST>P QI'—"Q G———.lb d<24>
<L2>P qt_—e G—_'b d<26>
<62>P q.—e G——"b de2t>
«9b2y qc“——e G__.vcc

<u:>p ql—'e G——"b d<30>

¢§'_52

._‘::'.':s—:—'e 9~‘ﬂ)
<;>v':l—'9~ O——b_a<1>
n'-t—':—e‘ G_—"’ acd>
cs>® :s"—‘s- p“—"__‘ ~e<5>
o1zt -:———9 O—
cave _'__;. 9.___10 a<?>
case 'i'_a G-_'a 8<d>
cirraTig——g ez a<il>

0

‘ :|
) 1.1,
“[.
{
l‘.

—.—9 G——v::

Ol ll [ ] ]

- o -‘( -
s I :s——b J-——d <3

z;a<13><z:)'6-=.__9_
G.__l:_;a<.5>" - e -'_____e O"—"b-p“ 5>
= ° ’(0 ey [ 'l—-'e
cvze e ——pP " O—7CC
—-—9 f';____tc_;l< +9> etsec” "l——e.
Cireas :s—e G—'—“'-’“z > cazredze ——6 G——-“_P“?l’
ZZ"d 3.——-6 Q.___Jo_;u<23>
«2C¥SE CI——e G—‘ND
r;__..:: “(2"02“: :.___e 9____15_;:.(25)

WEE c-———e o—="

<0>® qc—"a O——b_a<i>
cz>® qt——e O—b_e<3>
<¥>2 qr —5) 9_—‘"’ a<s>
a2 cc——'o G_ycc

<9 @ :I—O .G'_—"b ac?>
<§> v 3!——'0 G—JU 0<9>

cciom qu—e G—‘b a<ll>

P s 20 G'—"ND
- G___.:b_;u< ik B
Q..___-a_p.ub

G:__.Ib__pl<19>

G_;b_p.(l’?)
*a.v:ﬁc"—o 9—‘—'"’ cesert
r.z:-_'—e 9'— ‘v

—— s o m—— -

<Z>2%" ql—'o G"—"b rd
cbatTar O O—=N
<0>® qo—o G_—"b aci>
<Z>e q'_'e O_"b 4cd>
<y>® :l—'o G‘_—" e<3>
<25 qs =5 o—cc
c9>® al—e G'—'b s
<e>v :-——O G——5_2<P
<0 I>® qc—f) G——'"’ acily
o328 qc—o O
<zt>od'at——e G’—'—'“J'“.s)
apedar——O " O——opac.
<91>ed qe—F G—'——"’ paci™>
a§¥2® qc—‘e G__JCC
q').d"qc——e G__""’b pacid>
<oz>td"qt_'9 O—"b pac2.>
<zz>td"qc_e G"—"b pac23>
«ZE X" qc——o G'—"w
<'z>.d—q'___o O____:o rac2d>
<9z>td"'cu——9 G'——’° ra<2
o..--:u——O G—‘—"b Tesec”
AZS- ____o 9.___ L2V

INEOUMATION PROUPRIETARY

tUMNIAINS

(TR LANI

SWHIN ML)

Dl o s URE WETHOUT TG

QL Ice it oF
tuirvlnnl

(IR RS

TO

4

W

[/

1045

YN

%

USE OR

WRITIEN PERMISSIUN OF AN

INCOKPOKATED {SUN) .

- ] -] <
1 — — —
-
~ >
!_i ( ’ z : o
o
- In 8 s -1
% P [7]
[ - 1=
S ~ S o 2
W v = -
c (5] 3
n ° °
: — : < : > (79
< ~™ - Q
~ Cﬂ o] m .C; 2
S0 2 .
o
©
~ @ ~
MINIDIN9E MINIDINSSG
- v b_kqle * b_bg2e —0 O—"- v
.::u'u::—e (——3b_as* o270 qc—'o Q—'b as G'—"b as* - 2
D - - SND ND oL TOY “qe—0) 2 o
b_ d<3> b_ d<3> <0>p q'—'o
<@>p” cu———E) o— <2>p” q'_e o— —_—" Q.___-b d<3>
b d<5> b_d<S> <Z>p Qe
- - ce - p yee <np qe .
= " b_d<9> b_d<9> <9>p_as
<::>n"c-——9 O"——"b-“ln <Q1>p q'—e G'—"b d<il> —£) G———'b dcil>
it O ceba e ——D" O— —p " p—om
- Bl ™ b_d<13> b_d<13>  sfbir Qe
<z g — O—b B T 28 o— —O" Q—_.lb d<13>
- —° 5_d<i5> b_dcis>  <ZI1>p ar
ApTa—— T QP9 gD O— B DPe——— | b d<is
(,:)°-°. o G_J b-d<17> <91>p q.-*’ ‘*—Jb da<l?>

—

""
5

1

1

1998

SUN 1S EXIRESSLY FORBIDDEN.
I MO, YSTIMS NG

I




. | 2 A ( ﬁ ' J S _ ? L ! _ -

i Aoy 0861 “INI UWALSAZON 1A b L) :.....:._ 1)
1 39Vd swe 164601014 NAQUIMINA AISS x4 ST Has. 19 .__ I

sde) ssevdig ojivmeyds [-endwe)

:31vo | 131811 ANVULLILIONS  NOLIVHHO N SEIVISe b s 0 @ tan)

AYE NY 40 NOISSINRYY NI LINM el e @ e ENT]
_coo— BEISSIO0 ST T 1 GS m HO 350 T (NNS) QILIVUOLIIN] W it 1 Al e, i)

SNdWYD FNTavIT. sndwen

aNd
b2 uludun

._.u’q«nu
. .u.l.—l.hu
cOnE.l.ﬂ..v.ﬂ
v ¢ 18 ...I..mdn
. xuc'dﬁn

AL- e

TR

~N ~ ~N ») [
e’ [ LI [ L L3N L C
on N aun j_- g W . vee foe . .

L]

: € r: et ). . v ey
ey L BPTARLLA LN ot N A “
a6

‘ .o_lladﬂ

ol
<
et

\

SItD vy 6110 NTTTT— Yoo DA

ot
.av-l.-da G:L
g ‘9aveq jo dn) ve o pite otne ¥ aq ¢ o . ° > - e ¢ — e = m 1IN
’ -c-a- vﬂ-odl:c .vcos“ ow—uollzc nﬁi Ir T 1 Illi .
DIA cps— T By - - o w | " - . T T e - - N T
viln nﬁ' l.—u.'lqdo M.Ys oh. M 07 ° v ° o OT\ °o 0, R o, w AJ .-... .“l .-.. .“”
| 55 ¢ o o] #F ST ST 5 ﬁu “m_ ST ET ST ST SF & STOST OWT AT AT
sl 6 o o o o o o o o o o o Ve
- to” 1" 1 :u\ ' S 2l :ut Lplrid” _ut c no* ~ :ut SpLi® 4_8\ ?:ut 6 .30 ~ __.\ e _3\ p1ID* _ :.\ u.__“..w y _.._... N A

) 99110

(IN°)

—

02 A0S

",._t__.

0Z A0S

E So iy

R

‘ & j\ & H’ Av 8 Av-'!'llll A « + s o emm— e ——
T W * —- —. W _. w " w - w ° w - w _ an ] e "ae
AAU (3) ) © b €)' endem (W €y = : n. e o -

d qo s. f S

v < < <l T < 3 WlT N < > T

Zm._ ?.m.w Z.-.“ Jlﬂ ZM“ .c...m i Z...m Zm‘n S Z ..._ S DR | .0

© € o [ §] te € (8] (@ ] ] ) [ .
1137 e} (15 M, :uy Q:uo 6p110% (] 119% 9pt1d® sp11dT t0f 112" roptinTu ) rta® opu1 @ 1 NE N I T I

. — - —— e —— —— "‘-IL - - 4 - b . . .- ﬁﬂ)

1 T B | 1 - 1™ ﬁ N
) . . . ; - g X s g » C’ x) o . w B w a g L . ..
* o° 0O ede o )y oy ¢ (%) [r ' .
" e A”t A“.L Ao.s A- A. .'I l." ! 4““ ! f."“ a ¢ —— . . ..”
* ' » ZL -s Z:—Iﬂ Z:_ (N _ e NI ' ..._ DL Y
o 0 (4] Y " 'K . Ce
iy : gl | 18 Beid .::u..no B feak X1 :..:._TC 0RO F/BL1Y” 2 __.... 0 _3... b :_\ thiy »* Z&..._«;: . - -

TNy Hp H. H

aal’
A
1l

R

*'—r‘”"—‘ *-—ri

2
=
[ )
v
00z A0S
b
0Z A
ez A,OS
"'—rﬂ"—'
0Z A0S
J—-
I

T jaspy CpriId® o0 t1d* 30
eivpp1 IE)
widia

g.
o

'
I

Il
10

Z \39

14
I 0 ¢ O
- o O
3 5=
3 3~
Eit—
oz aos
0-——2—1}-'-—\
A
1

3

%02 _AJS
(3
‘7 n-c

~N
o

YIRIID® 6

1
'—'——17
0s
} ——t
cS

ne 1) BRI
1ca0ou 20111D

-

‘toic'gos
S
Rera
=ik
”ooz‘_r{

VT

] Gl 1y 0'°e ee
Lo o f eyl

I~
I..,.__
F—
S
}-,—-.

H H n_n F ] H | | ﬁ
. : N w W (v * (R we an ‘s i v .o L

[ $] o LR < l_l Y v 1 el . —— . - !

<i; < < < : < - A S A

i S SN Y ST AF AT 3 ST - TEF ST T5T
6) (3 Y 2 S S S o .
a LR LID" veRT107 92 :ut __u\ of _.u\ o _C so} .o...: :uo: :..\2 1127 67 _3.. __,\ __. "0 :,_s..,-: Tk LY R N
g J 1ofa ) ' 9I1LID -7 e T Tt T : -
044944
n . | " | -
LN : i ! | S R ! _




S4-Buffer

Preliminary

Features

* Generates and checks parity on main memory accesses

* Performs buffered write cycles in conjunction with the S4-Cache chip

* Multiplexes 32-bit |IU data bus down to 8-bit IO data bus on write cycles

* Demultiplexes and latches 8-bit IO data bus up to 32-bit IU data bus on read cycles
* Contains byte-packing registers for dynamically sized reads from SchoolBus data bus
* Contains Sun-4 Parity Control Register

* Contains 7-bit open-drain general purpose I/0 register (PIO)

* Forces No Op on memory exceptions

iu_d(31:0) — T 1l —f > sb_d(31:0)

wb_clk
wb_oe_

par(3:0)
sb_err_

iod(7:0)

S4-Buffer 3/31/89 Sun Contidential Page 1



S4-Buffer

Preliminary

Pin Description

Symbol Type Description
IU Interface 34

clk DRVC16  Clock

iu_d(31:0) BD4TRU  Integer Unit Data bus.
iu_mexc_ IBUFNU Integer Unit Memory Exception.
SchoolBus Interface 39

sb_a(1:0) IBUFU SBus Address Bus.

sb_siz(1:0) IBUF SBus Size.

sb_as_ IBUF SBus Address Strobe.

sb_rd IBUFU SBus Read.

sb_d(31:0) BD4TRU  SBus Data bus.

sb_ack32_ IBUFNU SBus 32-bit Acknowledge.
sb_ack8_ IBUFNU SBus 8-bit Acknowledge.
sb_err_ BT8 SBus Error.

sb_reset_ IBUFN SBus Reset.

Miscellaneous 20

par(3:0) BD4TRU  Parity data bus.

par_en_ IBUFN Parity Enable. Enables parity check on current cycle.
par_cs- IBUFN Parity Chip Select. Address decode for Parity Ctl Reg.
pio_sel_ IBUFN Parallel /0 Port Select. Address decode for PIO Reg.
pio(6:0) BD4TOD  Parallel I/0 Port.

iod(7:0) BD4TRU  Input Output Data bus.

iod_en_ IBUFN Input Output Data Bus Enable.
wb_oe_ IBUFN Write Buffer Output Enable.
wb_ce IBUF Write Buffer Clock Enable.
cd_oe_ IBUFN Cache Data Output Enable
s4b_od_ IBUFNU S4-Buffer chip Output Disable
s4b_test_ IBUFNU Low for chip test mode

para BT1 Parametric Test Output.
Signals 105

Device Type: LMAS141 (10:110 VDD:2 VSS:6)

Package Type: PFP120 (PADS:120 VDD:6 VSS:10)

Input/Output Buffer Definitions

DRVC# Input Clock Buffer, CMOS, non-inverting. # indicates drive capability.
IBUF Input bufter, CMOS, non-inverting
IBUFU Input buffer, CMOS, non-inverting, internal pullup

S4-Buffer 3/31/89
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S4-Buffer

Preliminary

IBUFN Input buffer, CMOS, inverting

IBUFNU Input buffer, CMOS, inverting, internal pullup

TLCHT Input buffer, TTL, non-inverting

TLCHTN  input buffer, TTL, inverting

BD#TRU  Bidirectional buffer, TTL input levels, # indicates output drive, internal pullup
BT# Tri-statable output buffer, CMOS, # indicates output drive current.

BD4TOD Open drain buffer, TTL, non-inverting.

S4-Buffer 3/31/89 Sun Confidential Page 3



S4-Buffer

Preliminary

Functional Description

Read Cycles

On read cycles the S4-Buffer chip will latch data on the rising edge of the clock after an
acknowledge is sampled true. Data will be taken from the I0D(7:0) bus if IOD_EN_ is
asserted, and from the SB_D(31:0) bus if IOD_EN_ is negated. On all read cycles the
entire IU_D(31:0) bus is driven with the current contents of one set of the internal read
latches. On read cycles from the Parallel /0 Register, the wire-or of pio(6:0) with the
contents of the register will be read. If pio(6:0) is set to 7F, the contents of the register
will be read.

Byte Packing
It is desirable to be able to execute code contained in 8-bit devices on either the SBus or

the 10D bus. This necessitates packing the bytes up to fit the word length of the SPARC
chip, as instruction fetches assume this data width. An U word-length read will be
converted into the appropriate number of shorter read cycles if the accessed device
indicates its port width is less than 32 bits. When reading from the 10D bus (IOD_EN_ is
asserted), the data will be presented to the IU as shown in the following table:

Activated Read Latch

iu_d(31:24)
ii_d (23:16)
iu_d(15:8)
iu_d(7:0)

When reading from the SB_D bus (IOD_EN_ not asserted), data will be latched from the
SB_D bus depending on the port size acknowledge as shown in the following tables:

Acknowledge & Port Size Decoding

sb_ack32_| sb_ack8_ Definition

Insert Wait States

Error

8-bit port ack.

Rerun

R

32-bit port ack.

Error

S —

16-bit port ack.

Reserved

S4-Buffer 3/31/89 Sun Confidential Page 4



S4-Buffer

Preliminary

Port Location
The location of 8, 16 and 32-bit ports on the 32-bit SchoolBus data bus is defined as

follows:
sb_d(31:24) | sb_d(23:16) | sb_d(15:8) sb_d(7:0)
8-bit port

32-bit port

SB_D Read Data Latching

IU_D SB_D

iu_d(31:24) sb_d(31:24)
iu_d(23:16) sb_d(23:16)
tiu_d(15:8) sb_d(15:8)

| *

iu_d(7:0) sb_d(7:0)

— ——

iu_d(31:16) sb_d(31:16)

iu_d(15:0) sb_d(15:0)

——

S4-Buffer 3/31/89 Sun Confidential Page 5



S4-Buffer

Preliminary

iod_en_
par_en_
sb_ack_
sb_d(31:0) or iod(7:0)

iu_d(31:0)

Memory Exceptions on Read Cycles

When IU_MEXC_ is asserted ona read cycle, the S4-Buffer chip will drive the IU_D bus
with a SPARC No Op binary code for the duration of the IU_MEXC _ signal as shown in the
following diagram.

iu_mexc_

iu_d(31:0)

S4-Buffer 3/31/89 Sun Confidential Page 6



S4-Buffer

Preliminary

Parity Checking

Parity is checked on read cycles during which PAR_EN_ is active and the Parity Check bit
is set in the Parity Control Register (See below for a description of the Parity Control
Register). Parity errors are reported by asserting SB_ERR_ for one clock period, and
setting the bits in the parity control register corresponding to the bytes in which parity
errors were detected. SB_ERR_ will cause the S4-Cache chip to assert IU_MEXC_,
causing the IU to take a memory exception trap. Parity checking is even, meaning a byte
of ones requires a zero parity bit, so that a data and parity bus floating high will cause a
parity error.

Parity errors are reported on IU cycles by a one-clock low pulse on the SB_ERR_ signal,
two clocks after SB_ACK32_, as shown in the following diagram:

ek~ LT LT LI L I LI LI

no parity error ~

parity error -

sb_ack32_

sb_err_

Parity errors are reported on DVMA cycles by a one-clock low pulse on the SB_ERR_
signal, one clock after SB_ACK32 _, as shown in the following diagram. Note that on DVMA
cycles, this SB_ERR_ signal could occur after SB_BG_ has been asserted to another
device, so that device must take care not to react.

S4-Buffer 3/31/89 Sun Confidential Page 7



S4-Buffer

Preliminary

Write Cycles

The S4-Buffer chip contains a 32-bit write buffer, a holding register for IU write data that
allows the U to continue executing from the cache while the write cycle is performed on
the SchoolBus. Data is clocked into the register when WB_CE_ is asserted, and the output
is enabled by WB_OE_. These two signals are generated by the S4_Cache chip. WB_OE_
will always be negated during DMA so that DMA devices can drive the SB_D(31:0) bus.
Any byte of the write buffer can be multiplexed onto the IOD(7:0) bus, which will be output
enabled on write cycles when IOD_EN_ is asserted. Parity is generated on all write cycles.

Write Cycle Timing Diagram

wb_ce_
wb oe
sb_ack_

par(3:0)

sb_d(31:0)

S4-Butfer 3/31/89 Sun Confidential Page 8



S4-Buffer

Preliminary

The system bus controller implements dynamic bus sizing for CPU cycles. This function is
performed through the joint efforts of the S4-Cache and the S4-Buffer.Taking the desired
transfer width and the port size into account, the bus controller packs data from narrower
ports up to the desired width by performing several bus cycles. This byte packing is
performed only for CPU cycles, not for DMA cycles. The cycles appear as separate cycles
indistinguishable from cycles that don’t involve byte packing.

Controller Response

Single BYTE cycle

Two BYTE cycles
One HALF cycle
One HALF cycle

Four BYTE cycles

Two HALF cycles

One WORD cycle

S4-Buffer 3/31/89 Sun Confidential Page S



S4-Buffer

Preliminary

Revisions

Date Description By

8/17/88 Corrected table on page 10. DED

3/31/89 Corrected parity register on page 11. DED
S4-Buffer 3/31/89 Sun Confidential Page 14



S4-Buffer

Preliminary

The steering of the data from the IU data bus to the S-Bus data bus is a function of the
size of the IU data transfer, the address and the port size acknowledge.

For IU data BYTE O = w, BYTE 1 = x, BYTE 2 = y and BYTE 3 = z, the following table
describes the byte steering that takes place for the various combinations of transfer size
attempted by the IU and port sizes which acknowledge.

IU Data
BYTE O | BYTE 1 BYTE 2

w X Y

SBus Data

8 bit transfer

16 bit transfer

32 bit transfer

b4

Notes: 1. a = SB_A(1:0)
2. S4-Cache controls SB A(1:0)
and SB_ACK8_, SB_ACK32_to
generate proper number of cycles.

S4-Bufter 3/31/889 Sun Confidential Page 10



Preliminary

Parity Control Register

The Parity Control Register provides facilities for enabling and reporting parity errors and
for testing the parity generation and checking logic. It is a 32-bit read/write register,
cleared on SB_RESET_, accessible 8 bits at a time over the IOD bus. It has the following

fields:

D(31:8) Reserved Read as zero

D(7) Parity Error Set on any parity error

D(6) Second Error Set if D(7) is set and new error occurs
D(5) Parity Test Set to write parity with the inverse polarity

to test the operation of the parity error
circuitry. With Parity Test off, correct
parity is generated on all memory write

cycles.
D(4) Parity Check Enables parity checking
D(3) Parity Error 24 Records parity error on data bits 31:24
D(2) Parity Error 16 Records parity error on data bits 23:16
D(1) Parity Error 08 Records parity error on data bits 15:8
D(0) Parity Error 00 Records parity error on data bits 7:0

Note that the Error Bits D(7, 6, 3:0) are not writable. They are set by errors and reset
automatically when read back.

Parity Control Register Read

clk
iu_shold |
sb_rd

par_cs_

iod_en_

* sb_ack8_

iod(7:0) EH A ES

" sb_ack8_ is generated by the MMU on Parity Control Register accesses.

S4-Buffer 3/31/89 Sun Confidential Page 11



S4-Buffer

Preliminary

Parity Control Register Write

clk

iu_shold L&
sb_rd
par_cs_
iod_en_
sb_ack8_

iod(7:0)

* sb_ack8_ is generated by the MMU on Parity Control Register accesses.

Parallel I/0 Register Write

clk
iu_shold &
sb_rd
par_cs_
pio_sel_

sb_ack8 _

ioc;(7:0)

" sb_ack8_ is generated by the MMU on Parallel {/0 Register accesses.

The Parallel I/0 Register is selected by the pio_sel_ signal. The output of this register is an
open drain data bus, pio(6:0). The timing for this register is identical to that of the Parity
Control Register with pio_sel_ replacing par_cs- in the timing diagrams. The register is a
32-bit device with bits 31 through 7 reserved. The reserved bits read back as zeros.

S4-Buffer 3/31/89 Sun Confidential Page 12



S4-Buffer

Preliminary

Timing Specifications

Conditions: VCC=4.75 to 5.25V, TA=0 to +70C, Output Load=100 pF

Symbol From To min max unit
t xclk high xclk high 40 e ns
t clk iu_d 10.5 23.5 ns
t clk sb_d 18 27 ns
t clk par 23 34.5 ns
t clk pio 12 21.5 ns
t clk iod 8 31.5 ns
t clk sb_merr_ 16 23.5 ns
t iu_mexc iu_d 6.5 12 ns
t wb oe sb d 5.5 21 ns

Setup time for all signals is 15 ns. Hold time for all signals is 3 ns.

S4-Buffer 3/31/89
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S4-Cache

e Sun SPARC(TM) Support System c Preliminary

Features

* Implements 64-256 KByte write-through Instruction/Data cache with 16-byte line sze
* Performs cache tag comparison

" Controls SBus reads and writes

* Automatically fills cache on cache misses

* Controls mastership of SBus for DMA

* Performs buffered writes with externa!l write butfer
* Replaces cache tag read/write buffers

* Performs cache flush comparisons

* Controls system-wide byte packing

* Contains Sun-4 Virtual Address Error Latches

" Maintains copy of 4-bit Sun-4 context register

* Contains Sun—4 System Enable Register

* Contains Sun-4 Bus Error Registers

" Monitors bus for unacknowledged transfers

" Generates system reset

sb_a(29:0)
sb_siz(2:0)

iu_ah(31:18)
i —al(17:0)
iu_asi(3:0)
iu_siz(1:0)
iu_rd

mmu_typ(1:0)
mmu(x.v,S,w)
sb_br(2:0)
sb_ack(32,8)_

iu_shold_
iu_aoe_
|u mds

iu mexc
Sb as_

wb Ce
wb oe
cd_oe_
sb_bg(2:0) _
ctwe_en_
cdwe_en_

Bus Error Re g '::if

Context Reg

sb_ack(32.8) _

por_ — R es et sb_reset_

iu_error_ L J Generator

S4-Cache 7/18/88 Sun Confidential Page 1



Pin Description

Sun \/horosystems S4 Chip Set

Sun SPARC(TM) Support System

S4-Cache

Preliminary

Symbo! Type Description

IU Interface 50

iu_clk DRVTS Integer Unit clock. The main system clock.

u_rd TLCHTU Integer Unit Read. High for read cycles. low for writes.

iu_wr_ TLCHTU Integer Unit Write. Low in second clock of write cycle.

iu_siz(1:0) TLCHTU  Integer Unit Size. Indicates number of bytes in transfer

iu_error_ TLCHTNU Integer Unit Error. Low when IU halts due to errors.

iu_nulcyc TLCHTD Integer Unit Null Cycle. Address bus is not valid.

iu_hal_ TLCHTU  Integer Unit Hold Address Low. Don't clock Cache
Address Register (Sunrise designs only).

u_ldst TLCHTN  Integer Unit Lock. Don’t steal the bus from the IU.

iu_asi(3:0) TLCHTU Integer Unit Address Space ldentifiers.

iu_ah(31:18) TLCHTU Integer Unit High Addresses.

iu_al(17:0) BD4TU Integer Unit Low Addresses.

iu_shold_ BT8 Integer Unit Hold. Stops internal IU ciock.

iu_mds_ BT4 Integer Unit Memory Data Strobe.

Iu_mexc_ BT4 Integer Unit Memory Exception.

iu_aoe_ BT4 Integer Unit Address Output Enable.

por_ TLCHTNU Power-On Reset. Low until power supply is stable.

SBus Interface 46

sb_as_ BT4 Address Strobe. Physical addresses avail. next clock.

sb_br(2:0)_ TLCHTNU Schoolbus Bus Request. Request to perform DMA.

sb_bg(2:0) _ BT4 Schoolbus Bus Grant. Permission to perform DMA.

sb_rd BD4ATU Schoolbus Read. High for read cycles, low for writes.

sb_siz(2:0) BT4TU Schoolbus Size. Indicates number of bytes transferred

sb_a(29:0 ) BD4TU Schoolbus Address Bus. Virtual addresses.

sb_ack8_ BD8TU SBus 8-bit Acknowledge.

sb_ack32_ BD8TU SBus 32-bit Acknowledge.

sb_err_ BD4TU Schoolbus Error. Failed data transfer.

sb_merr_ BD8TU Schoolbus Memory Error. Parity or ECC error detected

sb_reset_ BT8 SBus reset. Initializes all registers and logic.

MMU Interface 19

mmu_s TLCHT MMU Supervisor Only protection bit.

mmu_wa TLCHT MMU Write Allowed protection bit.

mmu_x TLCHT MMU Den’t Cache bit.

mmu_v TLCHT MMU Valid bit.

mmu_typ(1:0) TLCHT MMU Type bits. indicate Memory, I/O, VMEbus. etc.

user_ BT4 User-mode Address Space Identifiers from the IU.

devspc_ BT4 Device/Control Space, low for device space.

cti(2:0) BT4 Encoded Contro! space device IDs.

10d(7:0) BD4TRU Input/Output Data Bus. Connects to 8-bit I/0 Devices.

S4-Cache 7/18/88
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Cache Interface 25

ct_a(29:16) BD4TU Cache Tag Address bits

ct_c(3:0) BDATU Cache Tag Context bits

ct_s BD4TU Cache Tag Supervisor

ct_v BD4TU Cache Taq Valid

Ct_wa BD4TU Cache Tag Write Allowed

ctwe_en_ BT4 Cache Tag Write Enable Enabie. Goes to S4-Ciock.
cdwe_en_ BT4 Cache Data Write Enable Enable. Goes 10 S4-Clock.
cd_oe_ BT4 Cache Data Output Enable.

car_en_ BT4 Cache Address Register Clock Enable.
Miscellaneous 4

wb_oe_ BT4 Write Bufter Output Enable

wb_ce_ BT4 Write Buffer Clock Enable.

s4c_oe_ TLCHTNU S4-Cache chip output enable.

s4c_test_ IBUFNU S4-Cache chip Test mode.

Signals: 144

Device Type: LMAG284 (10:158 vDD:4 VSS:6)

Package Type: PFP160 (PADS:160 VDD:7 VSS:9)

Input/Output Buffer Definitions

DRVCS8 Input clock driver

IBUFNU Input buffer, CMOS level, inverting. internal pullup

TLCHT Input buffer, TTL level, non-inverting

TLCHTU Input buffer, TTL level, non-inverting, internal pullup

TLCHTNU Input buffer, TTL level, inverting

BO#TU Bidirectional buffer, TTL input levels, internal pullup, # indicates output drive

B8D#TRU Bidirectional buffer, TTL input levels, internal pullup, slew-rate controlled
output, # indicates output drive

BT# Tri-statable Output buffer, CMQOS, # indicates output drive current.
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Functional Description

Cache Overview

The cache implemented with the aid of the S4-Cache chip is a write-through mixed
instruction/data cache with a 16-byte line size. A typical implementaticn is shown ir the
following diagram:

Cache Tags Cache Data

_.étatn: RAMi -

The cache tag and cache data memories are built using external generic static RAM chips.
Although the programmer's model of the cache data RAM is 4096 lines of 16 bytes. it is
currently implemented with eight 16K x 4 static RAMs.

The size of the cache may vary from 4096 lines deep to 16,384 lines deep. Larger
implementations of the cache will connect the unused cache tag pins to the appropriate
address bits latched in the cache address register.
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SBus Controller

The S4 chip set communicates over the SBus. a synchronous bus defined by the SBus
Specification and controlied by the SBus controller, one state machine that controls SBus
reads., SBus (buffered) writes, cache filling, DMA arbitration, and DMA cycles. A

simplified state diagram for the bus controller is shown below.

_ﬁ
bus request

read miss

Buttered Write Non-Buttered Write Reaa Cycle
Bus Cycle Bus Cycle

ACK & first cycle of store double

;

“ﬂ

ACK and not first cycie of store goub'e
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SBus Overview

The SBus fundamental operation is shown in the diagram below. The SB_AS_ signal
indicates the validity of SB_PA(28:00). SB_RD, SB_SIZ(2:0) and the signals derived
combinatorially from these signals. On the rising clock edge at which AS_is sampled true,
these signals will also be valid with the setup specified. The cycle will continue until an
acknowledge is received from the accessed device. Wait states will be inserted on the
SBus until the acknowledge is received.

clk

sb_as_
sb_a(238:0)
sb_pa(28:13)
sb_rd

sb_siz(2:0)

sb_ack{32.8} _ ————-_-'_-———

sb_d(31:0) (read) i Qi

sb_d(31:0) {write)

The addresses, read, and size signals will be held valid until the clock edge after the one
on which the acknowledge is sampled true. See the tables below for acknowledge and
size encoding.

Shared control signals SB_ACK32_. SB_ACK8_, SB_ERR_, and SB_MERR_ must follow a
special protocol, which requires that the signal is taken out of tri-state mode. driven low
for the desired number of clocks, then driven high for one clock before being tri-stated
again. See the SBus specification for further details.
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SBus Reads

An identical protocol is observed for all non-cacheable reads on the SBus., whether the
accessed device is in control or device space (except for cache flushes), on the main PC
board or on expansion boards. and using the 32-bit SB_D bus or the 8-bit IOD bus. As
soon as the miss is detected. the IU is stopped by asserting IU_SHOLD_. SB_AS_ is
asserted to indicate that on the next rising clock edge physical addresses, SB_RD.
SB_SiZ(2:0), DEVSPC_, and CTL(2:0) wilt be valid. The bus controller then waits for an
acknowledge encoded on SB_ACK32_, SB_ACKS8_, and SB_ERR_. See "Byte Packing"
below for the encoding of these signals. On the rising edge after the acknowledge is
sampled as asserted. the data will be latched from the appropriate data bus into the
S4-Buffer chip, and on the rising edge after that it will be strobed into the IU by the
IU_MDS_ signal. NOTE THIS PIPELINING OF THE ACKNOWLEDGE.

clk

iu_shold_

sb_as_

sb_pa(28:0)

sb_rd

sb_siz(2:0)

user_

devspc_

cti(2:0)

sb_ack{32.8}
iod (7:0) or sb_d(31:0)

iu_d(31:0) CC 7

iu_mds_ 1 ]
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Parity Errors
Parity errors are reported by the S4-Buffer chip to the S4-Cache chip via SB_MERR_. The
S4-Cache chip reports parity errors to the IlU on IU cycles by asserting IU_MEXC_ as
shown in the following diagram.

clk

iu_shold_

sb_as_

sb_a(29:0)

sb_ack_

sb_d(31:0)

iu_d(31:0)
sb_merr_
iu_mexc_

iu_mds_
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SBus Writes

The S4-Cache chip implements both standard write cycles and buffered write cvcles.
During a standard write cycle, the IU is held throughout the SBus cycle. During a buffered
write cycle, the IU is started again after the MMU has been checked. so that the SB8us
write cycle can proceed concurrently with [U instruction and data fetches from the cache.

SBus Standard Writes

The IU is held starting when the miss is detected and ending when the acknowledge is
received. All writes are implemented as standard writes except those to Device Spaces
Type O and Type 1 as defined by the type bits from the MMU. Write data is available on the
SBus on the rising edge at which AS_ is sampled true, and one clock later on the 10D bus.

clk
iu_shold_

sb_as_

sb_pa(29:0)
sb_rd
sb_siz(2:0)
user_

devspc_

ctli(2:0)

ack -— = —

sb_d(31:0) ——C """} )Y—--—

iod(7:0) 4 G B
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SBus Buffered Writes

The S4-Cache chip performs buffered writes to Type 0 and Type 1 Spaces using the write
buffer in the S4-Buffer chip. The IU is held starting when the miss is detected and ending
when the MMU has been checked. This occurs invisibly to the SBus., where the buffered
write is indistinguishable from a standard write. Write data is available on the SBus on the
rising edge at which AS_ is sampled true, and on the IOD bus one clock later.

clk
iu_shold_
sb_as_
sb_a(29:0)
sb_rd
sb_siz(1:0)
user_
devspc_
ctl(2:0)
sb_ack_

sb_d(31:0)

WB_CE_ Function

The WB_CE_ signal goes to the S4-Buffer chip, where it is used to generate the clock to
the write buffer as shown in the following diagram:
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Cache Write Hits

On cache write hits the cache data is updated and an SBus write cycle is performed. The
S4-Clock chip receives the CDWE_EN_ signal and generates four byte writes
(CD_WE(3:0)) to the cache data RAMs. These four signals depend on the low-order
address bits and the size bits so that only the appropriate bytes in the cache are updated.

clk

iu_rd
u_wr-
iu_shold_
wb_clk
sb_as_
sb_a(29:0)
sb_rd
sb_siz(1:0)
sb_ack_

sb_d(31:0)

Timeouts on Writes

Timeout errors on buftered write cycles are reported with SB_MERR_, while those on

sb_merr_

standard write cycles are reported with IU_MEXC .
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Dynamic Bus Sizing

Byte Packing

To execute code contained in 8-bit devices on either the SBus or the 10D bus. the
S4 _Cache chip must pack the bytes up to fit the word length of the SPARC chip. as
instruction fetches assume this data width. The S4-Cache chip transforms the SPARC
data bus into a dynamically-sized bus somewhat like that of the Motorola 68020. The
number of bytes involved in the first cycle is encoded on the three SB_SIZ signals. The
current slave device responds with its port width encoded on the two SB_ACK signals. An
IU word-length access will be converted into the appropriate number of shorter accesses
if the accessed device indicates its port width is iess than 32 bits.

Transfer Size Encoding

[ sb siz1 sb siz0 Transfer Size

0 0 0

Although the SBus specification allows 3-byte operations. none will be generated by the
S4-Cache chip because all SPARC transfers are aligned.
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Definition

Insert Wait States

Error

8-bit port ack.

Rerun

——

32-Dbit port ack.

Reserved

16-bit port ack.

Reserved

Note: A: Asserted
N: Negated

Controller Response to Port Size

If the port acknowledge is narrower than the width of the current transfer on the SBus. the
bus controller inside the S4-Cache chip will automatically perform the proper number of
shorter cycles required to equal the longer cycle. The following table lists the possible

combinations.

Transfer Size Port Size

Controller Response
Single BYTE cycle
Two BYTE cycles

One HALF cycle
One HALF cycle

Four BYTE cycles

Two HALF cycles

One WORD cycle
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DMA Cycles

Bus Arbitration

The S4-Cache chip receives three levels of DMA bus request {SB_BR(2:0)-} and
generates three corresponding levels of bus grants (SB_BG(2:0)-}. In case more than
one bus request is received simultaneously, the bus request priorities are as follows:

IU Write Hits Highest Priority
SB_BRO_
SB_BR1_
SB_BR2_
IU Misses Lowest Priority

If a bus request is pending at the end of a DMA cycle, the bus arbiter will use a
round-robin bus grant scheme so that all DMA masters can share equal bus bandwidth.

Rerun Cycles

The S4-Cache chip implements a rerun protocol that causes the current SBus cycle to be
aborted and restarted later. This allows resolution of deadlocks between the IU and DMA,
and allows SBus silaves to have long read latency without locking out DMA.

sb_a(29:0)

sb_rd

sb_siz(2:0)

Deadlocks can occur when a single functional module is capable of being both a SBus
slave and a DMA master. Such a module typically selects either its master or slave mode.
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and a deadlock happens when the IU attempts to access the module atter the module has
switched to its master mode. The module must detect this condition and assert a Rerun
Acknowledge (SB8_ERR_ and SB_ACK32_ or SB_ACKS8_, as shown in table above) along
with 2 Bus Request. The S4-Cache chip will respond by negating the SBus address
strobe, tri-stating the SBus, and issuing a bus grant. Standard SBus protocols will be

observed after this point.

A device with a latency greater than the SBus timeout period must respond before the
timeout with a Rerun Acknowledge. The current cycle will be aborted, any pending DMA
requests will be serviced, and the cycle will be restarted. It is the responsibility of slave
devices with long latency to latch the addresses and data, as during the rerun period
these will no longer be valiid.

A maximum of 64 rerun acknowledges are aliowed for a single attempted access. After 64
reruns, SB_ERR_ will be asserted by the S4-Cache chip at State 3 to end the cycle.

DMA Parity Errors

Parity errors during DMA cycles are reported by the S4-Buffer chip to the SBus via
SB MERR_. The S4-Cache chip reports these errors to the IU via a bit in the
Asynchronous Error Register, while the S4-MMU chip converts SB_MERR_ into a level on
the IU Interrupt Request pins. Note that the SB_MERR _ signal can come up to two clocks
after SB_BG_ is negated at the end of the cycle.

sb_as_

sb_pa(29:0) < G ED
sb_ack{32,8} _
sb_d(31:0) EEDB

sb_merr_ e U 208
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Cache Fills

The cache is filled under the following conditions:
Read cycle &
Device space &
Page is marked cacheable (\MMU_X) &
EN_CACHE bit in System Enable Register is set &
NoO protection error is detected.

A cache fill cycle consists of four 32-bit reads of main memory. As the cache controller is
capable of accepting an acknowledge on every clock, the four reads will typically be done
using a high-speed burst mode access of the main RAMs. After the first acknowledge the
bus controlier will strobe the data into the IU, making the assumption that the memory
provides the requested word first rather than providing the first word in the line.

Cache Fill with Non-Continuous ACKs

e LALLM AL MMM A M MM
Nety o e W )}l O x T vy 1Tl Oz 1 IN-1D)>KL

sb_siz(2:0) ————esvves T ]
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